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1 Introduction 
 
The significant social, economic, and environmental benefits associated with open data are 
increasingly recognised across institutions and sectors [1]. The fundamental principle of open data 
revolves around facilitating the free use, sharing, and accessibility of data in a variety of formats [2]. 
Since the start of the open data movement, numerous public datasets have been made available 
across Europe, fostering the development of innovative applications and generating valuable 
knowledge. Open data has become a crucial component of the European digital agenda, leading 
Member States to align their national strategies with this paradigm [3]. 
 
Open data ecosystems (ODEs) focus on the interplay between social and technological elements 
that influence the effectiveness of open data initiatives. The ecosystem perspective plays a key 
role in reusing public sector information. Open Data Portals (ODPs) are part of the infrastructure 
of ODEs that facilitates open data access. Governments at all levels are increasingly launching 
open data initiatives and establishing portals dedicated to distributing open data in reusable 
formats, allowing citizens to use it for a variety of purposes [1]. As a result, numerous open data 
repositories, catalogues, and websites have emerged to serve this purpose. ODPs function as 
online repositories that provide detailed descriptions of datasets, including key attributes such as 
authorship, provenance, and licence [4]. These catalogues simplify the exploration and 
management of metadata records, providing valuable information about datasets available for 
download in various distribution formats. Open data initiatives anticipate that the publication of 
open data through ODPs will stimulate demand for high-quality data, thereby improving the 
overall quality of ODPs. In addition, the publication of public sector data serves as an important 
driver behind the ongoing movement to open government data through open data portals [5]. 
 
While the number of open government data initiatives has notably increased in the past decade, 
the actual impact of these open data initiatives is difficult to measure/track [1]. The initially 
anticipated high and tangible economic impact has proven to be more gradual and not 
immediately apparent, as it often manifests subtly or is hidden [3]. The advantages of open 
government data manifest through insights that enhance research and guide decision-making, 
services in the form of applications and websites, and improved products and processes that boost 
productivity, efficiency, well-being, health, safety, and sustainability [3]. Quantifying these benefits 
to articulate the economic impact of open government data is challenging because the most 
significant advantages are often indirect [3]. Measuring the impact of open data poses difficulties, 
considering the diverse areas in which open data can be applied for beneficial purposes and the 
challenge of selecting universal indicators to gauge its impact, among other factors [6]. 
Nonetheless, support to circularity permits to enlarge the spectrum of possible users with clear 
beneficial impacts on the economic side.  
 
The provisioning of data sets generally follows a linear approach where one stakeholder, typically 
a public administration, publishes a data set that is then consumed by a different stakeholder. 
Data use and transformation generally produces new data. For instance, open geographic data 
can be used by companies delivering services to support mobility. The mentioned services 
generate highly valuable data, as the one related to people moving within a city. However, such 
data are generally not fed back in the open data ecosystem by the service providing company. 
This may partly be due to the lack of mechanism in the open data ecosystem to support users of 
OGD to deliver back to the ecosystem facilitating a circular scenario. 
 
ODECOʼs WP3, “From a linear to a circular open data ecosystem”, investigates the topic of 
circularity in open data ecosystems from different technical perspectives. Task 3.1 - Closing the 
cycle: understanding potential contributions of open government data users to the open data 
ecosystem focused on potential contribution of eight types of OGD users and made an in-depth 
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analysis on how OGD circularity could derive value for the different stakeholders and the 
ecosystem as a whole. The conclusion of task 3.1 invites the development of technical aspects that 
facilitate ODE participants to bring value back to the ecosystem, including interfaces for circular 
open data portals, feedback tools for open data, and artificial and collective intelligence systems 
to interact directly with the ecosystem.  
 
It is important to keep in mind that the provision of OGD on its own cannot fulfil the desired 
results or objectives that are intended to be achieved from OGD initiatives. The first US Chief 
Technology Officer presented the idea of open data portal not just for a data repository instead 
of that it should be a way “to foster a thriving ecosystem that creates opportunities in research 
and development” [7]. To create opportunities from the open datasets, OGD value-chain adoption 
is necessary, in which open data analysed, processed, and re-used by the ecosystem of producers, 
infomediaries, and users [8]. The relationship between the involved stakeholders in the value chain 
is also important, in this way one can understand what values and contributions they can create 
in the open data ecosystems.  
 
For closing the lifecycle of the open data from a technical perspective, it is required to understand 
what the requirements/needs of circular open data ecosystems are: data sharing, data reuse, 
values and benefits (and fair distribution among contributors/stakeholders), community 
engagement, innovation, feedbacks loops, open standards and formats (helps in interoperability), 
and data tools and methods and analysis frameworks (to ease communication among 
stakeholders to share information and knowledge and also data some time for re-useability 
purposes) [18], [9], [10]. 
 
In this context, ODECO Task 3.2 introduces technical means that should make it easy to deliver 
value back to the open data ecosystem by applying the principles of circularity. This includes four 
components: (1) designing user interfaces for open data portals where stakeholders can readily 
materially add value to the ecosystem, (2) researching appropriate feedback tools, (3) assessing 
the tools and technologies used for the analysis of different kinds of open government data and 
non-government dataset analysis, and (4) assessing the technical requirements of artificial and 
collective intelligence systems to directly interact with the open data ecosystem.  
 
Following the comprehensive introduction, this document aims to navigate the intricacies of 
circular open data ecosystems, starting with foundational concepts like the circular economy and 
the DIKW chain in Chapter 2 to lay the groundwork. Chapter 3 advances into a more technical 
analysis, identifying the requirements for circularity through the lens of user interface design, 
feedback mechanisms, and analytical tools, alongside integrating AI and (CI) through APIs. 
Chapter 4 critically evaluates the alignment of current Open Data Portals (ODPs) with these 
identified requirements, assessing their performance across various dimensions. Building on this 
assessment, Chapter 5 proposes targeted strategies to enhance the circularity of open data 
ecosystems, focusing on design modifications, feedback model conceptualization, and the 
incorporation of cutting-edge technologies through APIs. This exploration provides a 
comprehensive perspective, equipping readers with the insights and tools necessary to support a 
more sustainable and circular open data landscape. 
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2 Background 

2.1 Circular open data ecosystems 
Van Loenen et al. [11] argued that circularity is one of the key ingredients of a sustainable open 
data ecosystem. Current open data ecosystems tend to follow a linear structure, where users 
extract value without actively contributing to the system. This results in a skewed distribution of 
benefits, as only a few stakeholders benefit from open data, and often not those who have 
invested the most effort, time and money [12]. This inequality can make stakeholders reluctant to 
contribute.  
 
In contrast to a linear open data ecosystem, a circular open data ecosystem works when 
stakeholders can use the data for as long as possible [13]. This circular approach allows users to 
extract maximum value from the data and derived services. Most importantly, stakeholders bring 
additional value to the ecosystem, for example by creating value-added products based on the 
open data or by evaluating data use processes with data providers [14]. This raises the question 
of how to realise circularity in the technical implementation of open government data initiatives. 
When data is opened by data providers and subsequently processed to enable intermediaries, 
value-adding resellers, and enrichers to retain processed data for an extended period of time, an 
OD ecosystem is considered circular [13]. The utmost value is extracted by users from derived data 
and services. In the final step of the cycle, stakeholders contribute further value to the 
ecosystem [39]. The open data ecosystem is circular when it builds upon a complex network of 
values produced by diverse stakeholders those who are creating valuable products, information, 
and services. To generate these values, analysis of the data is required to generate the required 
information and knowledge.  

2.2 Circular economy 
Circularity is inspired from the concept of circular economy. Pressure on natural resources has 
motivated the society to rethink the way to create the economic value. The notion of circular 
economy offers an alternative to the conventional linear economy approach. It advocates the 
extended use of resources, extracting maximum value during their use, and then recovering and 
regenerating products and materials at the end of their useful life [15]. Although the concept 
initially originated in the context of natural resource management, the underlying principle of 
maximising value through cyclical processes can be extended to the digital economy, where data 
emerges as the fundamental resource. 
 
The circular economy system diagram is one of the most popular graphical representations of the 
circular economy [16]. This diagram visually represents the continuous flow of materials within the 
circular economy, comprising two main cycles: the technical cycle and the biological cycle. Within 
the biological cycle, biodegradable materials are returned to the Earth. In contrast, the technical 
cycle ensures that products remain in circulation within the economy through practices such as 
reuse, repair, remanufacturing and recycling. This approach aims to keep materials in active use, 
preventing them from becoming waste. The diagram in Figure 1 highlights the technical cycle of 
the Butterfly Diagram. Below, the fundamental concepts of each process loop are outlined [17]. 
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Figure 1: Adaptation of the Circular Economy Technical Cycle Butterfly diagram by the 

Ellen MacArthur Foundation [11]  

• Sharing: this process encourages collaboration between users to improve the utilisation and 
value derived from their products. 

• Maintenance: process aimed at prolonging the useful life of a product, preserving its 
maximum economic value and preventing the deterioration of its value due to possible 
damage. 

• Reuse: this process emphasises the repetitive use of a product for the same or different 
purposes. 

• Redistribution: this process keeps products in use and prevent them from becoming waste. 
Products that are unnecessary in their primary market are redirected to other markets where 
they can remain valuable. 

• Refurbishment: this process involves returning products to a renewed working condition, 
which includes repairing or replacing components, upgrading specifications and improving 
aesthetic appearance, thus preserving their value. 

• Remanufacturing: this process occurs when products can no longer be circulated in their 
current state and require more intensive work to be reused. 

• Recycling: this process is the collection and reprocessing of materials to create new products 
or components, closing the cycle of material use. 

 
The circular economy pays attention to the value chain of materials and keeps them active in one 
of the available value cycles. The following subsections explore concepts related to the value of 
data that can be useful for the design of circular technical solutions in ODEs: (1) the DIKW chain, 
(2) the Data Life Cycle (3) and Data Science as a profession. All these aspects should be considered 
in shaping a circular framework for open data. General concepts are reported here and 
successively referred in the document. 

2.3 The DIKW chain 
The DIKW chain (See Figure 2), also represented as a pyramid, is commonly used to represent the 
functional relationships between data, information, knowledge and wisdom. Usually, the 
movement through the stages of the chain involves changes in key variables. As the chain 
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progresses, variables such as value, meaning, applicability, and human input increase while the 
volume of computer input decreases.  

Figure 2: The DIKW chain 

A) Data: the content of the first stage is composed of raw symbols that represent properties of 
objects, events, and their environments that result from the observation. 
Example: a sensor collects raw data on the concentration of certain pollutant gases in an 
avenue.  

B) Information: this stage adds meaning about the "who", "what", "where", "when", or "how 
many" around the data. 
Example: an air monitoring centre receives readings from all sensors in a city, aggregates them 
and displays relevant air quality indicators in an organised dashboard. 

C) Knowledge: this stage results from analysing and interpreting information to provide 
understanding of "how" and "why" certain events occur in form of patterns, trends, or 
relationships 
Example: officials at the centre interpret the dashboard and identify a pattern of high 
concentrations of pollutant gases in the city centre on weekday mornings. 

D) Wisdom: this last stage translates into the ability to decide the most appropriate course of 
action from the underlying knowledge. 
Example: the findings on high concentrations are transferred to the city council to decide on 
actions to reduce vehicle traffic in the areas affected by air pollution. 

 

2.4 The Data Life Cycle 
The data life cycle identifies the sequence of activities that data goes through from its initial 
generation to its deletion or archiving at the end of its useful life. There are numerous efforts to 
characterise this life cycle with slight variations in aspects such as the terminology used, the 
emphasis on certain phases and the domain of application or context [10], [18], [19], [20].  
 
To better understand the tools and technologies in the open data ecosystem, the open data life-
cycle stages can help us. Charalabidis et al. proposed a multi-stage open data life cycle (ODLC) in 
which different tools and methods were suggested [10]. These tools and methods are helpful in 
the creation of values from the open data. Figure 3 attempts to identify and Table 1 attempts to 
describe phases common to various efforts made to understand the open data life cycle (ODLC): 
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Figure 3: The Open Data Life Cycle 

 
Table 1: Steps of the open data life cycle (ODLC) (adapted from Charalabidis et al. 2018) 

INNER CYCLE: PROVIDERS OUTER CYCLE: USERS 
Create: The process of creating data Acquire: The process of data acquisition through 

OD portals 
Pre-process: The managerial process of 
defining data quality 

Process: The process of data analysis 

Curate: The process of meeting the 
required data quality and legal 
requirements 

Use: The process of presenting the analysis 
outcomes 

Store: The decision-making process of 
storing 

Collaborate: The process of communicating with 
other data users 

Publish: The process covering legal issues Feedback: The process of evaluating and 
providing feedback to data providers 

2.5 Data Science 
The explosive availability of data in recent times has given rise to a multidisciplinary academic and 
professional field known as data science. This concept was popularised in the early 2010s with 
publications such as "Data Scientist: The Sexiest Job of the 21st Century" by Thomas Davenport 
and D.J. Patil [21] or Drew Conway's Venn diagram of data science (Figure 4) [22]. According to its 
proponents, the concept of Data Science integrates three dimensions: (1) Math & Statistics 
knowledge to model the data; (2) Hacking/computational skills to manage data at scale; (3) 
Substantive expertise to give real and useful meaning to the data and its processing. OD initiatives 
are somehow contributing to such an explosion of availability of data, and circularity adds a further 
dimension to the reflection and the manipulation of datasets. 
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Figure 4: Drew Conway's Venn diagram of data science 
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3 Circularity in Open data ecosystems: A technical perspective 
This chapter develops requirements for the technical design of circular open data ecosystems with 
a focus on ODP by analysing circularity from four perspectives: (1) user interfaces, (2) feedback 
mechanisms and tools, (3) tools and technologies used for open data analysis, and (4) artificial 
and collective intelligence systems to interact directly with the open data ecosystem. 

3.1 User interface design for open data portals to promote circularity 
A user interface is the part of a computer application that the user sees and interacts with. A 
graphical user interface refers to "a type of user interface that allows people to interact with a 
computer through a metaphor of direct manipulation of graphical images and widgets in addition 
to text" [23]. 
 
Open data portals are web-based interfaces designed to make it easier to find reusable 
information. Like library catalogues, they contain metadata records of datasets published for 
reuse, mostly relating to information in the form of raw, numerical data rather than textual 
documents. In combination with specific search functionalities, they facilitate finding datasets of 
interest. Application programming interfaces (APIs) are often available as well, offering direct and 
automated access to data for software applications. 
 
3.1.1 Requirements for promoting the reuse of open data in open data portals 
The report Rethinking the impact of open data [1] compiles the work of multiple authors of 
dimensions of a user interface design (See Table 2). 
 
Table 2: Dimensions of a user interface design that promotes the reuse of open data 
(adapted from van Ooijen et al. [1]) 

Metric Description 
Social media links The portal integrates with social media platforms, establishing a 

dynamic social distribution channel for open data dissemination. 
Feedback and support Users of the portal benefit from real-time online support for 

feedback, enabling them to request or suggest the publication of 
new datasets easily. Additionally, assistance is readily available to 
address any issues encountered during use. 

Newsfeed The portal provides a way for users to stay informed and engaged 
with the latest information about data. 

Guidance Each dataset on the portal is thoughtfully accompanied by links 
and resources that offer user guidance and support. 

Examples To illustrate the practical application of the datasets real or 
fictitious examples of successful re-use are provided, 
demonstrating the versatility and impact of the available data. 

3.2 Enhancing Interface design through advanced feedback mechanisms 
In the realm of open data, circularity embodies the philosophy of data as a continuous and 
dynamic resource, constantly flowing through a cycle of generation, dissemination, and 
repurposing. This notion underpins a constructive feedback loop (as represented in Figure 3 
above), fostering an ongoing process of data collection, processing, and utilization. The strategic 
significance of establishing a Circular Open Data Ecosystem (CDO) becomes apparent in the 
context of Open Government Data (OGD) portals, which were envisioned to revolutionize the 
accessibility and utilization of government-owned data [3], [24], [25]. 
 
The open government data portals were launched with the noble goal of allowing the public to 
have the easy access and utilize government data, but these portals have faced challenges in 
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fulfilling their complete capacity for impact change [26]. Despite the articulated goals of fostering 
innovation, promoting public engagement, and elevating government transparency, the empirical 
evidence for substantial impact remains elusive. One significant obstacle identified is the limited 
re-utilization of data [27]. It is crucial to recognize the need for circular strategies that empower 
both users with technical skills and those without, who may possess valuable perspectives and 
diverse needs. Hence, technically and also from T3.1, it is clear that the open data portals should 
have the feedback mechanism through which the portals can be updated by receiving feedback 
on the dataset level and at the portal level. Moreover, the conceptualized Circular Open Data 
Ecosystem promotes a proactive stance, encouraging active engagement and the improvement 
of users' technical proficiencies. By adopting this circular paradigm, data is rendered more readily 
available, scalable, and searchable across various formats, which promotes innovation and initiates 
an ongoing cycle of enhancement. Eventually, by adopting this comprehensive viewpoint on the 
open data ecosystem, the identified constraints are effectively resolved, and a more dynamic and 
influential OGD landscape is created. This means, in such a landscape, open government data is 
not only available but also utilized effectively by various stakeholders, including government 
agencies, researchers, businesses, civil society organizations, and the general public. An influential 
OGD landscape fosters transparency, accountability, and innovation, driving positive change and 
promoting citizen engagement in governance processes. 
 
Furthermore, the evolution of open data ecosystems through iterative feedback loops, discourse, 
and dynamic interactions between data users and producers are integral to their maturation. 
Leveraging these user-centric characteristics enables effective communication of user 
requirements by both the open data community and the public sector entities responsible for 
data publication. Addressing these needs through appropriate public sector entities or harnessing 
community resources has the potential to significantly facilitate and expedite innovation. 
Regrettably, these factors appear to play a marginal role in current open data policies 
implemented within the public sector [9]. 
 
To develop user-friendly feedback mechanisms in portals, it is essential to consider several 
technical requirements. Feedback systems should be simple, not time-consuming, and use plain 
language to enhance user engagement [28]. Ensuring ease of navigation and user-friendliness of 
the portals is crucial for both data consumers and data producers [29]. Designing platforms with 
visual and quantitative outputs in an intuitive and user-friendly manner can enhance user 
interaction [30]. Additionally, incorporating user feedback to address issues like confusing test 
result displays can significantly improve the user-friendliness of portals [31]. Employing user-
centred design approaches can foster the adoption and sustained use of patient portals [32]. 
 
"Technical aspects for inclusiveness across user domains in data portals" is an ODECO project 
tackling the challenge of making open data accessible and valuable for a diverse range of users 
through open data portals. Its core objective is to research new methods and tools that, from a 
technological point of view, close the open data cycle by delivering actionable feedback to open 
data publishers across user domains. So, open data portals that have resilient architectures and 
defined formats that make it simple for users to access the data need to be implemented. To equip 
users with the skills necessary to successfully contribute to the circular ecosystem, it is necessary 
to establish and implement (open) data literacy programs and training efforts. Because data 
literacy can help users to understand the data generated in various stages of the circular economy 
(e.g., resource extraction, product life cycles, waste management) and can help in analysing and 
interpreting data to identify opportunities for improvement and efficiency within the circular 
ecosystem. 
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3.2.1 Literature Review 
This section provides a summary of a literature review on the need of a feedback mechanism in 
open data portals. Open data portals can significantly enhance circularity within the Circular Open 
Data Ecosystem by strategically incorporating and optimizing feedback mechanisms. However, 
the success of these mechanisms hinges on a user-friendly and intuitive UI/UX design. 
 
Understanding user needs is crucial: Data consumers may want to suggest improvements to data 
quality or request specific datasets. Data providers might need feedback on dataset accessibility. 
By catering to these diverse needs, the UI/UX design should provide a variety of easily accessible 
feedback channels, such as clear contact forms, intuitive chatbots, or well-designed surveys [33]. 
 
Metadata Quality: It is important to improve the metadata quality because high-quality metadata 
promotes clear and actionable user feedback, leading to better data utilization and portal 
improvements [34]. It is essential to acknowledge that some Open Data Portals (ODPs) may indeed 
have excellent metadata documentation. Therefore, it is suggested that metadata should adhere 
to standards like ISO19115 and be regularly updated, presented in user-friendly language, and 
optimized for user comprehension. This approach ensures that users can easily navigate the portal 
and derive value from the available data, regardless of the portal's existing metadata quality. 
 
Transparency and engagement are key: Displaying user feedback publicly (with permission) can 
build trust and encourage further participation. Providing regular updates on how feedback is 
used demonstrates the portal's commitment to improvement [35] [36]. 
 
Here are ways and levels at which open data portals can improve circularity through feedback 
mechanisms: 
 
Quality Enhancement of Data [36], [37]:  
• How: Feedback mechanisms can collect insights from users regarding the quality of the data 

available on the portal. Users can report inaccuracies, suggest improvements, or point out 
inconsistencies. 

• Level: Implementing automated data quality checks based on user feedback, ensuring that 
the data provided is accurate, reliable, and up to date. 

 
Usability and Accessibility of the Portal [38]:  
• How: Users can provide feedback on the portal's interface, navigation, and accessibility 

features. This input helps in identifying areas for improvement and optimizing the user 
experience. 

• Level: Regularly updating the portal's user interface based on feedback, ensuring it remains 
intuitive, responsive, and accessible to a diverse user base. 

 
Communication and Engagement [39]:  
• How: Feedback mechanisms enable users to communicate with portal administrators, 

fostering a two-way communication channel. Users can ask questions, seek clarification, or 
provide suggestions for additional features. 

• Level: Establishing responsive communication channels, acknowledging and addressing user 
inquiries promptly, and incorporating user suggestions to enhance engagement. 

 
Iterative Development [40]: 
• How: Continuous feedback loops facilitate an iterative development process. Regularly 

obtaining user input allows for incremental improvements and ensures that the portal remains 
aligned with user expectations. 
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• Level: Embracing agile development methodologies, where feedback is incorporated into 
frequent release cycles, allowing for rapid and continuous improvement. 
 

3.2.2 Feedback Mechanism for open data portals 
The concept of circularity in open data ecosystems can be seen as an extension of the idea of 
feedback mechanisms. In a circular open data ecosystem, data is not only shared but also 
continuously refined through feedback from users and other stakeholders. This feedback loop 
helps to ensure that the data is of high quality and is being used in a way that benefits society. 
Also, feedback mechanisms allow stakeholders to provide input on the portal's functionality, 
usability, and content. Figure 5 shows the importance of feedback mechanism in the context of 
circular open data ecosystem. The figure illustrates the pivotal concept of a feedback mechanism 
within the context of an open data portal, elucidating its significance and various implementation 
strategies. At its core, a feedback mechanism constitutes a set of actions and tools designed to 
facilitate administrators in enhancing the quality, usability, accessibility, and communication of 
information on the open data portal [39], [41].  
 
The figure emphasizes the essential role of a Feedback Mechanism in the improvement process, 
similarly like it is shown in Figure 5 about open data life cycle, highlighting its impact on crucial 
aspects such as quality enhancement and user experience. By providing a structured framework 
for communication between administrators and users, the feedback mechanism becomes 
instrumental in fortifying the open data portal's effectiveness. 
 
The methods for implementing feedback mechanisms are detailed within the figure, showcasing 
a diverse array of tools. These include traditional approaches such as Feedback Forms and 
Contacting Portal Administrators, as well as more interactive methods like User Surveys and 
Interviews. Additionally, the Figure 5 underscores the importance of digital channels with the 
category "More Digital," which encompasses contemporary tools such as social media, chatbots, 
download statistics, multilingual support, data visualization, and data versioning. 
• Social media is used to collect feedback for specific open data initiatives where users interact 

and share best practices, and foster community engagement. 
• Chatbots: Open data portals can leverage chatbots to answer user questions about circularity 

principles, recommend datasets based on user preferences, and collect feedback on specific 
aspects of the datasets. 

• Download statistics: Tracking downloads of datasets can identify user interests and it can 
help inn promoting the circular ecosystem. 

• Multilingual support: It can make datasets more accessible to a wider audience and facilitate 
knowledge sharing across diverse communities. 

• Data visualization: Interactive visualizations can help users understand complex data, 
identify trends, and make informed decisions. 

• Data versioning: Tracking dataset versions ensures transparency and facilitates analysis of 
circularity progress over time. 
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Figure 5: Generalized Feedback Mechanism 

 
Open government data initiatives have made government information more accessible to the 
public, it is necessary to establish a consistent method for evaluating their influence on various 
user demographics. Although various feedback mechanism provides useful insights, a fully 
integrated solution would facilitate improved comparison and comprehension of user 
requirements. Keeping in mind the user requirements in the literature review section, Figure 6 
illustrates iterative feedback loops that can help in building a circular open data ecosystem, which 
in details means a circular open data ecosystem with dynamic interactions between data 
consumers and producers contains the following properties: 
1. Showing the interconnections and dependencies between different datasets, highlighting 

how they feed into one another to create a closed loop system. 
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Figure 6: Iterative Feedback Loops for a Circular Open Data Ecosystem 

2. Facilitating data sharing and collaboration between levels of government (i.e., central and 
regional) and the public and the private sector, and other organizations to promote circular 
open data ecosystem models. 

3. Encouraging and enabling data reuse by making data openly available and easily accessible 
through the open data portal. This promotes circularity by reducing the need to collect new 
data and promoting the efficient use of resources. 

4. Ensuring that data is properly described and catalogued using metadata standards, making it 
easier for users to find, understand, and use the data. Furthermore, by adopting quality 
control procedures, one can assure the accuracy, reliability, and currency of the data. 

5. Encouraging the linking of datasets to promote a more interconnected and interrelated data 
landscape, promoting circularity by enabling data to be reused in new and innovative ways. 

6. Establishing a user and stakeholder community for the open data portal, fostering circularity 
via the promotion of collaboration, feedback, and contribution, and facilitating a more agile 
and adaptable open data ecosystem. 

 
The exploration of the concept of circularity in open data ecosystems reveals a paradigm shift in 
the way Open Government Data (OGD) portal's function. The strategic imperative arises from the 
conceptualization of a Circular Open Data Ecosystem, which entails the continuous refinement of 
data via dynamic interactions and iterative feedback loops.  
 

3.3 Assessment of analytical tools and technologies to analyse OGD and non-government 
datasets to close the cycle: 

In this subtask, a focus was given to the open data analytical tools and technologies and their 
importance to promoting open data userʼs contributions which further leads to the closing the 
cycle.  
 
Deliverable 3.1 of the ODECO project elaborated on how different stakeholders contribute to the 
ecosystem and what values they could potentially generate. Figure 7 explains the relation between 
the values and contributions of open data user groups. ODEA stands for the open data ecosystems 
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actors in the values and contributions matrix. The first column represents the contributions of the 
open data ecosystems. The first row presents the expected values generated by the stakeholders. 
It is self-explanatory from the matrix that a chain of stakeholders is involved in the value-
contribution matrix based on their interest. Open data analysis tools and technologies can be 
located in the row “Data” for the creation of values such as “knowledge enrichment”, “formed 
decision making”, and “service enhancement” [42]. These three values (“knowledge enrichment”, 
“formed decision making”, and “service enhancement”) are related to open data analysis tools and 
technologies. Hence, its worthy to note that open data analysis tools can contribute towards the 
value-creation in the open data ecosystem. It must be noted though that different open datasets 
require different analytics tools and technologies. Moreover, row “technological infrastructure” is 
also related to open datasets analytics as well. In this contribution (“technological infrastructure”) 
open data users can create values in the form of “knowledge enrichment”, “informed decision-
making”, and “service enhancement”. These values and contributions are not exhaustive, and the 
list will be increasing with the passage of time, but to achieve these values and to contribute to 
them, technical, technological, and analytical support is required in the open data ecosystem. For 
instance, Big Data refers to the “emerging technologies that are designed to extract value from 
data having four Vs characteristics: volume, variety, velocity, and veracity” [43]. From the data we 
need some emerging technologies to extract values.  
 
The circularity of the created values and data itself is the topic of this report, in which fair 
distribution of values among the stakeholders based on their contributions in open data 
ecosystems. The proper use of open data analytical tools and technologies can help the open data 
value-creation (and its circularity) and enhance/facilitate? contributions of different stakeholders. 
Van Loenen et al. [11] describes the current open data system as a linear system, which means 
that values are not created and distributed among the stakeholders fairly. For instance, Open data 
providers supply data to stakeholders, but they often do not receive corresponding benefits in 
return. The analytical technologies and tools are beneficial in this way to increase the participation 
of stakeholders to the open data portals (ODPs). Nowadays, technological tools are incorporated 
into portals to help stakeholders find the information they need about open data. Linked data 
technologies play a crucial role in the circularity of open data, encompassing Semantic Web 
standards, RDFs, query languages such as SPARQL, ontologies for mapping and alignment, 
navigation of linked data, data integration to explore and link datasets, and inference and 
knowledge discovery, which are made more accessible through linked data. By adopting these 
technologies and tools, circularity in the open data ecosystem and also the distribution of the 
values among stakeholders will be more fairly. 
 
3.3.1 Literature Review 
It is critical and essential to use open data analytics tools to improve circularity in open data 
ecosystems. According to Smith et al. (2016) [44], open data marketplaces can improve the value 
of open data by making data and related support services more accessible. This, in turn, promotes 
knowledge transfer within the ecosystem. According to Janssen et al. (2016) [45], policy guidelines 
aim to support commercial value generation in open data ecosystems by raising stakeholder 
understanding, ensuring resource availability, boosting cooperation between citizens and 
enterprises, and limiting negative consequences. When it comes to processing massive amounts 
of data, open-source tools such as Hadoop, Spark, and Presto play a crucial role. These tools 
enhance the efficacy and efficiency of data processing within open data ecosystems [46]. The 
growing prevalence of analytics practices and frameworks underpins the criticality of leveraging 
analytical tools and technologies for boosting openness and decision-making in open data 
ecosystems [47]. Ultimately, utilizing open data analytics techniques in open data ecosystems can 
promote circularity by enhancing data accessibility, encouraging cooperation, boosting 
innovation, and generating sustainable value. Open data ecosystems can fully fulfil their potential 
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in achieving great societal and economic outcomes by following policy standards, encouraging 
interoperability, and successfully engaging stakeholders. 
 
3.3.2 Tools and technologies for the open data analysis 
This sub-task involves researching open data analytics tools and technologies through desk-based 
research. It includes examining their usage and describing the tasks for which they can be 
employed within the open data lifecycle (ODLC) as described in outer cycle of Figure 3 (section 
2.4), to generate value from the open data. Furthermore, attention will be given to open data 
stakeholders to generate insights from the existing datasets using these tools and technologies.  
Before diving into the details of open data analytics tools and technologies, define these two 
terms. Open data analytics tools are computerized-programmed software and applications that 
help data analysts all along the open data life cycle (e.g., data collection, cleaning, analysis, and 
visualization). Some examples of open data analytics tools are MS Excel, Tableau, and Power BI. 
On the other hand, data analytics technologies are a broader term that encompasses the 
frameworks, concepts, and methods that promote, support, and underpin the data analytics 
process (e.g., database management systems, cloud computing, machine learning, and big data 
technologies). The open data tools are listed in Table 3, while the open data analytics technologies 
are detailed in Table 4. The information contained in these tables is gathered from desk research 
regarding the technologies and tools utilized by open data ecosystems. Additionally, the 
integration of the tools and technologies with open data portals or other frameworks and tools 
was described, along with their application. The utilization of these tools and technologies 
throughout the life cycles of open data is explicitly stated, as is the requisite expertise to operate 
these tools and technologies for open data analytics. It is important to note that the listings of 
tools and technologies are not exhaustive. They represent a blend of tools and technologies that 
resonate with stakeholders' expertise, current trends in tool and technology adoption, and the 
nature of the underlying datasets. 
 
Table 3: Some of the open data analytics tools 

Tools  Usage and 
functionalities 

Integration 
with ODP or 
other tools or 
frameworks 

Use in ODLC (Outer Cycle, 
Figure 3)  

Microsoft Excel Data analysis, 
visualization, reporting 

Microsoft 
Office, Power BI 

Process: Used for data 
analysis, visualization, and 
reporting, making it versatile 
for preprocessing and basic 
analysis tasks. 

Jupyter 
Notebook 

Data exploration, 
prototyping, 
collaboration 

Apache Spark, 
Google Cloud 
Platform 

Process: Facilitates data 
exploration, prototyping, and 
collaboration, ideal for 
interactive data analysis and 
algorithm development. 

Apache Spark Big data processing, 
analytics, machine 
learning 

Hadoop, Kafka, 
TensorFlow 

Process: Enables big data 
processing, analytics, and 
machine learning, suitable for 
scalable data processing and 
complex analytical tasks. 

Google Cloud 
AutoML 

Automated machine 
learning, less expertise 
required in the 

Google Cloud 
Platform 

Process: Automates machine 
learning tasks, simplifying 
model development and 
analysis. 

https://jupyter.org/
https://jupyter.org/
https://spark.apache.org/
https://cloud.google.com/automl
https://cloud.google.com/automl
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Tools  Usage and 
functionalities 

Integration 
with ODP or 
other tools or 
frameworks 

Use in ODLC (Outer Cycle, 
Figure 3)  

predictive analytics and 
machine learning. 

SAS Statistical analysis, data 
management 

SAS Viya, SAS 
Studio 

Process: Supports statistical 
analysis, data management, 
and modelling, useful for 
advanced analytics tasks.  

Python Data manipulation, 
machine learning, 
scripting 

TensorFlow, 
PyTorch, Keras, 
Scikit-learn 

Process, Use: Versatile for data 
manipulation, machine 
learning, and scripting, 
making it suitable for various 
preprocessing and analysis 
tasks. 

R Statistical analysis, data 
visualization 

RStudio, Shiny Process: Widely used for 
statistical analysis, data 
visualization, and modelling, 
ideal for exploring data 
patterns and relationships. 

JavaScript Web development, data 
visualization 

D3.js, Chart.js Use: Applied for web 
development and data 
visualization, primarily utilized 
in the “Use” stage for 
presenting analysis outcomes 
through interactive web 
applications or dashboards. 

KNIME Data blending, analytics, 
reporting, no coding 
required 

KNIME Server, 
KNIME Hub 

Process: Used in the “Process” 
stage for data blending, 
analytics, and reporting, 
providing a no-coding-
required environment for data 
processing tasks. 

https://streaml
it.io/ 

Building interactive web 
applications 

Streamlit 
Sharing 

Use: Employed for building 
interactive web applications, 
mainly utilized in the “Use” 
stage for sharing analysis 
outcomes through user-
friendly web interfaces. 

Microsoft 
Power BI 

Business intelligence, 
data visualization, data 
integration from 
multiple sources. 

Microsoft 
Office, Azure 

Process: Utilized in the 
“Process” stage for business 
intelligence, data visualization, 
and data integration, 
facilitating data analysis and 
reporting tasks. 

Tableau Data visualization, 
analytics 

Tableau Server, 
Tableau Public 

Use: Applied in the “Use” 
stage for data visualization 
and analytics, enabling users 
to explore and interact with 
data through visualizations. 

https://www.sas.com/el_gr/home.html
https://www.knime.com/
https://streamlit.io/
https://streamlit.io/
https://www.microsoft.com/en-us/power-platform/products/power-bi
https://www.microsoft.com/en-us/power-platform/products/power-bi
https://www.tableau.com/
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Tools  Usage and 
functionalities 

Integration 
with ODP or 
other tools or 
frameworks 

Use in ODLC (Outer Cycle, 
Figure 3)  

Qlik Sense Data visualization, 
analytics 

Qlik Cloud, Qlik 
Analytics 
Platform 

Use: Utilized in the “Use” 
stage for data visualization 
and analytics, enabling users 
to create interactive data 
visualizations and dashboards. 

Looker Data exploration, 
analytics 

Looker Blocks, 
Looker API 

Process: for data exploration 
and analytics, providing tools 
for analysing and visualizing 
data insights. 

Zoho Analytics BI, reporting, analytics Zoho CRM, 
Zoho Projects 

Process: for business 
intelligence, reporting, and 
analytics, facilitating data 
analysis and reporting tasks. 

Domo Business intelligence, 
data visualization 

Domo 
Appstore, 
Domo APIs 

Process: for business 
intelligence and data 
visualization, aiding in 
analysing and visualizing data 
insights. 

Sisense Embedded analytics, BI Sisense APIs, 
Sisense BloX 

Process: Employed in the 
“Process” stage for embedded 
analytics and BI, enabling 
organizations to integrate 
analytics into their 
applications or workflows. 

Google 
Analytics 
Solutions 

Web analytics Google Tag 
Manager, 
Google Data 
Studio 

Process: providing insights 
into website traffic and user 
behaviour. 

SAP Analytics 
Cloud 

BI, planning, predictive 
analytics 

SAP ERP, SAP 
HANA 

Process: For business 
intelligence, planning, and 
predictive analytics, 
supporting data analysis and 
forecasting tasks. 

Microsoft 
Azure 
Analytics 

Data analytics, AI, 
machine learning 

Azure Machine 
Learning, Azure 
Data Lake 

Process: for data analytics, AI, 
and machine learning, 
facilitating advanced analytics 
and predictive modelling. 

RapidMiner Data science, machine 
learning 

RapidMiner 
Server, 
RapidMiner 
Marketplace 

Process: for data science and 
machine learning, supporting 
various data analysis and 
modelling tasks. 

Redash Data visualization, 
querying 

Redash API, 
Redash 
Integrations 

Use: for data visualization and 
querying, enabling users to 
visualize and analyse data 
through interactive 
dashboards. 

Grafana Metrics dashboarding, 
monitoring 

Prometheus, 
InfluxDB 

Use: for metrics dashboarding 
and monitoring, providing 

https://www.qlik.com/us/products/qlik-sense
https://lookerstudio.google.com/u/0/navigation/reporting
https://www.zoho.com/analytics/
https://www.domo.com/
https://www.sisense.com/
https://cloud.google.com/bigtable/
https://cloud.google.com/bigtable/
https://cloud.google.com/bigtable/
https://hicron.com/offer/sap-analytics-cloud/
https://hicron.com/offer/sap-analytics-cloud/
https://azure.microsoft.com/en-us/products/synapse-analytics
https://azure.microsoft.com/en-us/products/synapse-analytics
https://azure.microsoft.com/en-us/products/synapse-analytics
https://altair.com/altair-rapidminer
https://redash.io/
https://grafana.com/
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Tools  Usage and 
functionalities 

Integration 
with ODP or 
other tools or 
frameworks 

Use in ODLC (Outer Cycle, 
Figure 3)  

visualization tools for 
monitoring system metrics 
and performance. 

DataMelt Scientific computing, 
data analysis 

Java, Jython Process: for scientific 
computing and data analysis, 
providing tools for 
mathematical and statistical 
analysis. 

Orange Data mining, machine 
learning 

Python-based, 
Integration with 
Python libraries 

Process: for data mining and 
machine learning, facilitating 
various data analysis and 
modelling tasks. 

Weka Machine learning, data 
mining – required less 
expertise to use it. 
Usually drag and drop. 

Java-based, 
Integration with 
Java 
environment 

Process: Applied in the 
“Process" stage for machine 
learning and data mining, 
providing tools for building 
and evaluating predictive 
models. 

IBM SPSS 
Statistics 

Statistical analysis, 
predictive modelling 

Integration with 
Python, R, and 
SQL 

Process: for statistical analysis 
and predictive modelling, 
assisting in analysing data 
and building predictive 
models. 

MATLAB Numerical computing, 
data analysis 

MATLAB 
Production 
Server 

Process: for numerical 
computing and data analysis, 
providing tools for analysing 
and visualizing data. 

Databricks Unified data analytics 
platform 

Integration with 
Apache Spark 

Process: for unified data 
analytics, providing a platform 
for processing and analysing 
large-scale datasets. 

Alteryx Data blending, analytics, 
predictive modelling 

Alteryx Server, 
Alteryx 
Designer 

Process: for data blending, 
analytics, and predictive 
modelling, assisting in data 
preparation and analysis 
tasks. 

H2O.ai Machine learning, 
predictive analytics 

Integration with 
Python, R, and 
Spark 

Process: for machine learning 
and predictive analytics, 
providing tools for building 
and deploying machine 
learning models. 

 
  

https://datamelt.org/
https://orangedatamining.com/
https://www.cs.waikato.ac.nz/ml/weka/
https://www.ibm.com/products/spss-statistics
https://www.ibm.com/products/spss-statistics
https://www.mathworks.com/products/matlab.html
https://www.databricks.com/
https://www.alteryx.com/
https://h2o.ai/
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Table 4: Open data analytics technologies 

Technologies Use Integration 
with ODP or 
other tools or 
frameworks 

Use in ODLC (Outer 
Cycle, Figure 3) 

CKAN Open data management 
platform used for publishing, 
sharing, and accessing data. 
It provides metadata 
management, data 
organization, and access 
control features. 

APIs, Plugins Use: CKAN is commonly 
used by data publishers 
and organizations to 
publish and share open 
datasets. It facilitates data 
discovery and access for 
users. 

DKAN Open data platform and data 
management system that 
offers features for publishing, 
sharing, and managing 
datasets. It includes 
metadata management, 
visualization tools, and 
access control mechanisms. 

APIs, Plugins Use: DKAN is widely used 
in government and non-
profit sectors for 
managing and sharing 
open datasets. It helps 
organizations in data 
publication and 
transparency efforts. 

SOCRATA Open data management and 
visualization platform used 
by government agencies and 
organizations for data 
sharing and visualization. It 
offers data publishing, 
visualization, and data 
analysis capabilities. 

APIs, Plugins Use: SOCRATA is 
commonly used by 
government agencies to 
publish and share open 
data with the public. It 
enables data visualization 
and analysis for better 
decision-making. 

opendatasoft Open data sharing and 
visualization platform 
designed for publishing and 
exploring datasets. It 
provides tools for data 
visualization, API access, and 
collaboration features. 

APIs, Plugins Use: OPENDATASOFT is 
used by organizations to 
create data portals for 
sharing open data. It 
enables data exploration, 
visualization, and 
collaboration among 
users. 

Kaggle Data science competitions 
platform and dataset 
repository. Kaggle hosts 
machine learning 
competitions, datasets, and 
notebooks, allowing data 
scientists to collaborate and 
showcase their work. 

APIs, Kaggle 
Kernels 

Process Kaggle is utilized 
by data scientists and 
researchers for analysing 
datasets, participating in 
competitions, and sharing 
insights through 
notebooks. 

Elasticsearch Distributed search and 
analytics engine used for 
real-time data analysis and 
full-text search. Elasticsearch 
is commonly used for 
indexing, searching, and 
analysing large volumes of 

REST APIs, Client 
libraries 

Process: Elasticsearch is 
utilized for real-time data 
analysis, log monitoring, 
and search functionalities 
in open data platforms, 
facilitating rapid access to 

https://ckan.org/
https://dkan.readthedocs.io/en/latest/
https://dev.socrata.com/
https://www.opendatasoft.com/en/
https://www.kaggle.com/
https://www.elastic.co/
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Technologies Use Integration 
with ODP or 
other tools or 
frameworks 

Use in ODLC (Outer 
Cycle, Figure 3) 

structured and unstructured 
data. 

insights and information 
retrieval. 

Apache Kafka Distributed streaming 
platform used for building 
real-time data pipelines and 
streaming applications. Kafka 
enables high-throughput, 
fault-tolerant, and scalable 
messaging systems for data 
processing. 

Kafka Connect, 
Kafka Streams 

Process: Apache Kafka is 
integrated into open data 
platforms for real-time 
data ingestion, event 
processing, and building 
data streaming pipelines 
for analytics and 
monitoring. 

Database 
management 
systems 

Software systems for storing, 
managing, and retrieving 
data. They include relational 
databases (e.g., MySQL, 
PostgreSQL) and NoSQL 
databases (e.g., MongoDB, 
Cassandra). 

APIs, Database 
connectors 

Process: Database 
management systems are 
fundamental for storing 
and managing data in 
various applications, 
including open data 
platforms. They facilitate 
data storage and retrieval. 

Cloud 
computing 

Delivery of computing 
services over the internet on 
an on-demand basis. Cloud 
platforms (e.g., AWS, Azure) 
offer resources such as 
storage, processing, and 
analytics tools. 

APIs, SDKs, 
Integration 
platforms 

Process: Cloud computing 
provides scalable 
infrastructure for data 
storage, processing, and 
analysis, making it integral 
to open data platforms 
and analytics workflows. 

Distributed 
computing 

Processing large datasets 
across multiple nodes or 
computers. Distributed 
computing frameworks (e.g., 
Hadoop, Spark) enable 
parallel processing and 
analysis of big data. 

Distributed 
computing 
frameworks 

Process: Distributed 
computing frameworks 
are used for processing 
and analysing large 
volumes of data in open 
data platforms, enabling 
scalable and efficient data 
processing. 

Machine 
Learning 

Algorithms that learn 
patterns and make 
predictions from data. 
Machine learning libraries 
(e.g., TensorFlow, scikit-learn) 
provide tools for building 
and deploying ML models. 

Machine 
learning 
libraries, SDKs 

Process: Machine learning 
is employed in open data 
platforms for predictive 
analytics, anomaly 
detection, and pattern 
recognition tasks, 
enabling data-driven 
insights and decisions. 

NLP Natural language processing 
techniques for analysing and 
interpreting human language 
data. NLP libraries (e.g., 
NLTK, spaCy) enable tasks 
such as text classification and 
sentiment analysis. 

NLP libraries, 
SDKs 

Process: NLP is utilized in 
open data platforms for 
processing and analysing 
textual data, extracting 
insights, and facilitating 
information retrieval and 
understanding. 

https://kafka.apache.org/
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Technologies Use Integration 
with ODP or 
other tools or 
frameworks 

Use in ODLC (Outer 
Cycle, Figure 3) 

Neo4j Graph database 
management system used 
for storing, querying, and 
analysing graph data 
structures. Neo4j enables 
efficient graph algorithms 
and queries for exploring 
relationships and networks in 
data. 

Neo4j drivers, 
Cypher query 
language 

Process: Neo4j is 
employed in open data 
platforms for graph data 
analysis, network 
visualization, and 
relationship exploration, 
facilitating insights into 
complex interconnected 
data. 

BigQuery Fully managed data 
warehouse and analytics 
platform used for storing, 
querying, and analysing large 
datasets. BigQuery offers 
SQL-like querying and real-
time analytics capabilities for 
big data processing. 

BigQuery API, 
Google Cloud 
SDK 

Process: BigQuery is 
integrated into open data 
platforms for data 
warehousing, ad hoc 
querying, and analytics, 
enabling rapid insights 
and data-driven decision-
making. 

Databricks Unified analytics platform for 
big data processing and 
machine learning. Databricks 
provides an Apache Spark-
based environment for data 
engineering, data science, 
and collaborative analytics 
workflows. 

Databricks 
Connect, 
Databricks API 

Process: Databricks is 
used in open data 
platforms for scalable 
data processing, machine 
learning model 
development, and 
collaborative analytics, 
facilitating insights and 
innovation. 

Redis In-memory data store and 
caching system used for real-
time data processing and 
caching. Redis enables fast 
data access and caching of 
frequently accessed data for 
performance optimization. 

Redis clients, 
Integration 
frameworks 

Process: Redis is 
integrated into open data 
platforms for caching, 
session management, and 
real-time data processing, 
enhancing performance 
and scalability of data-
driven applications. 

Neo4j Graph database 
management system used 
for storing, querying, and 
analysing graph data 
structures. Neo4j enables 
efficient graph algorithms 
and queries for exploring 
relationships and networks in 
data. 

Neo4j drivers, 
Cypher query 
language 

Process: Neo4j is 
employed in open data 
platforms for graph data 
analysis, network 
visualization, and 
relationship exploration, 
facilitating insights into 
complex interconnected 
data. 

Prometheus Monitoring and alerting 
toolkit used for recording 
and querying time-series 
metrics. Prometheus enables 
monitoring of distributed 

Prometheus 
APIs, Client 
libraries 

Process: Prometheus is 
integrated into open data 
platforms for monitoring 
data ingestion, 
processing, and 
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Technologies Use Integration 
with ODP or 
other tools or 
frameworks 

Use in ODLC (Outer 
Cycle, Figure 3) 

systems and applications, 
providing insights into 
performance and reliability. 

R Programming language and 
software environment for 
statistical computing and 
graphics. R offers extensive 
libraries for data 
manipulation, statistical 
analysis, and visualization. 

R packages, 
RStudio 

Process: R is commonly 
used in open data 
platforms for statistical 
analysis, data 
visualization, and 
predictive modelling, 
enabling advanced 
analytics workflows. 

Python General-purpose 
programming language 
widely used in data analytics 
and scientific computing. 
Python offers libraries such 
as NumPy, pandas, and 
scikit-learn for data 
manipulation, analysis, and 
machine learning. 

Scikit-learn, 
NumPy, SciPy 
library, 
Matplotlib, 
Pandas 

Process: Python is 
extensively used in open 
data platforms for data 
manipulation, statistical 
analysis, machine 
learning, and visualization, 
enabling diverse analytics 
workflows. 

Apache Spark Unified analytics engine for 
large-scale data processing. 
Apache Spark offers 
distributed computing 
capabilities and high-level 
APIs for processing and 
analysing big data. 

Spark MLlib, 
Spark SQL 

Process: Apache Spark is 
utilized in open data 
platforms for distributed 
data processing, machine 
learning, and real-time 
analytics, enabling 
scalable and efficient data 
analysis workflows. 

Jupyter 
Notebook 

Interactive computing 
environment for creating and 
sharing documents 
containing live code, 
equations, visualizations, and 
narrative text. Jupyter 
Notebooks support various 
programming languages 
including Python, R, and 
Julia. 

Jupyter 
extensions, 
kernels 

Process: Jupyter 
Notebook is commonly 
used in open data 
platforms for exploratory 
data analysis, data 
visualization, and 
collaborative research, 
facilitating interactive and 
reproducible analytics 
workflows. 

Apache 
Hadoop 

Distributed storage and 
processing framework for big 
data. Hadoop enables 
distributed processing of 
large datasets across clusters 
of computers using simple 
programming models. 

Hadoop 
ecosystem 
components, 
Hadoop 
connectors 

Process: Apache Hadoop 
is integrated into open 
data platforms for 
distributed data storage, 
batch processing, and 
analysis, enabling scalable 
and fault-tolerant data 
processing workflows. 

Apache Beam Unified programming model 
for batch and streaming data 

Beam SDKs, 
Beam runners 

Process: Apache Beam is 
used in open data 
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Technologies Use Integration 
with ODP or 
other tools or 
frameworks 

Use in ODLC (Outer 
Cycle, Figure 3) 

processing. Apache Beam 
provides a portable API for 
building data processing 
pipelines that can run on 
various execution engines 
such as Apache Spark, 
Apache Flink, and Google 
Cloud Dataflow. 

platforms for building 
data processing pipelines, 
enabling unified batch 
and streaming data 
processing workflows 
across different execution 
engines. 

Apache 
Cassandra 

Distributed NoSQL database 
designed for handling large 
amounts of data across 
multiple nodes. Cassandra 
offers high availability and 
scalability for distributed 
data storage and querying. 

Cassandra 
drivers, CQL 

Process: Apache 
Cassandra is integrated 
into open data platforms 
for scalable and fault-
tolerant data storage, 
enabling efficient data 
management and 
querying in distributed 
environments. 

PyTorch Open-source deep learning 
framework for building 
neural networks and machine 
learning models. PyTorch 
offers flexibility and ease of 
use for research and 
production deployments in 
various domains. 

PyTorch APIs, 
TorchServe 

Process: PyTorch is 
utilized in open data 
platforms for deep 
learning, neural network 
training, and model 
deployment, enabling 
advanced analytics and 
predictive capabilities. 

Knowledge 
Graph 

Google Knowledge graphs, 
Bingʼs Satori (from 
Microsoft), Freebase, 
DBPedia, and wiki data 

Google 
Knowledge 
Graph API, 
Wikidata (REST 
API), Freebase 
API,  

Use, Process: It can be 
used to rank the entities 
that match certain criteria. 
Content annotation and 
organization using the 
knowledge graph entities. 

 
Keeping in mind the decryption of open data tools and technologies and their usage, let us assess 
an open data portal and the usage of the above tools and technologies. The Croatian open data 
portal (data.gov.hr) is developed using the CKAN technology (which is a framework to develop 
content management systems, also listed in Table 4 as a technology). The portal uses PHP, Java, 
and Python as programming languages and storage functionalities (PostgreSQL), and they also 
provide data review functionalities using JavaScript frameworks and libraries. All this information 
regarding data.gov.hr has been collected from the wappalyzer.  
 
In a nutshell, a wide variety of tools and technologies are used to cover the whole of the open 
data lifecycle, but if we stick to open data analytics, then Table 3 and Table 4 assess the open data 
analysis tools and technologies with respect to the open data life cycle, their use, and their 
integration functionalities within the open data portals and across the tools and technologies. 
Integration with open data portals and with other tools and frameworks is equally necessary in 
this multi-discovery world because sometimes standalone tools and technologies cannot 
generate enough value; they need to be integrated with other tools and technologies to achieve 
that. 

https://www.wappalyzer.com/
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Figure 7: Matrix of values and contributions of open government user groups in the ODEA 
[23] 

3.3.3 Technical requirements for circular open data ecosystem from data analytics 
perspectives 

By extracting technical requirements from an examination of extant literature and a synthesis of 
previous ODECO deliverables, it is possible to determine which tools and technologies are 
necessary to transform the current open data ecosystem into a circular one. These requirements 
are interconnected with user interfaces, the implementation of CI and AI, and feedback 
mechanisms for open data ecosystem circulation. The subsequent points outline the technical 
requirements that must be incorporated in ODP pertaining to data analysis tools and technologies 
to transform an open data system into a circular open data ecosystem: 
• Req1: Open Data accessibility and interoperability: The Open Data Platform (ODP) requires 

backing for data integration and interoperability from a range of stakeholders, including 
governmental and non-governmental entities. Employing open data standards and formats 
can streamline data accessibility and sharing within open data ecosystems, enhancing their 
circularity. 

• Req2: Comprehensive dataset coverage: availability of a wide variety of thematic datasets 
such as from different domains such as from science and transport and so on. 

• Req3: Scalability and performance of the portal: the open data volume, variety and velocity 
increases by the time, so open data portals should be scalable, and performance should be 
high to accommodate these variations over the time. 

• Req4: User-friendly interfaces: Establish an easy-to-navigate interface for the datasets and 
analysis tools that anyone can understand and use. Facilitate better data exploration and 
comprehension by including interactive visualisation tools. 

• Req5: Advanced searches and filtering capabilities: Users should be able to swiftly locate 
pertinent datasets by utilizing strong search capabilities that allow them to enter keywords, 
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categories, or other criteria. Make it possible to narrow your search and zero in on certain 
data sets by including filtering options. 

• Req6: Data governance (data quality assurance): Find ways to check if datasets from the 
government and private organizations are up to par. To help consumers evaluate the data's 
dependability, include metadata standards and quality indicators. For instance, for linked open 
data, verification of links could be beneficial for the open data interoperability and further 
analysis of the data. 

• Req7: Analytical tool integration: Assist in the incorporation of numerous data analysis tools 
that address certain dataset types. 

• Req8: Collaboration and knowledge sharing: With the help of these capabilities, users will 
be able to work together and exchange ideas, analysis methods, and results. Put in place 
commenting systems, collaborative workspaces, or discussion forums to encourage the 
sharing of knowledge. 

• Req9: Feedback mechanisms: Establish feedback mechanisms to elicit users' opinions on the 
portal's features, datasets, and analytical tools. Maintain the portal's currency and enhance it 
based on user input and advancements in technology. 

• Req10: Documentation and Training Resources: Offer extensive documentation and 
training materials to aid users in proficiently utilizing the portal's features and functionalities. 

• Req11: Technological infrastructure: technological infrastructures such as cloud computing 
and distributed computing for the analysis of the datasets. this can help in the scalability and 
performance of the open data portals. For instance, in cloud computing users have a wide 
variety of analytics tools and technologies available. 

• Req12: Data categorization with respect to possible analytics: (Regression, Classification, 
Time series, Unsupervised, Natural language processing etc.). 
 

3.3.4 Conclusion 
Open data ecosystems require the circularity of values being generated and distributed fairly 
among stakeholders. These values are not directly created by the data itself; they were somehow 
processed to generate the information, knowledge, and products based on the OD. The identified 
13 technical requirements and their adoption in the open data ecosystem facilitate the open data 
ecosystem circularity. Specifically, integrated tools within open data portals are useful to generate 
or somehow increase these values for technical and non-technical users of open data. The 
utilization of linked open data tools and technologies, such as RDFs, query languages, graph 
analytics, ontologies (mapping and alignments), data science methods, and NLP techniques, aids 
in fostering the circularity of open data. Open data interoperability is also an important factor in 
circularity, as well as an important technical requirement for circularity. In the future, it would be 
beneficial to explore different tools and technologies that could be beneficial for diverse types of 
open datasets, like, for instance, linking specific data analysis tools to different types of datasets). 
Some portals also specify the datasets which are readily available for the analysis (for example, 
dataset X is available for the regression analysis, dataset Y is available for supervised machine 
learning and so on). This categorization of datasets can add value to the open data ecosystem by 
providing the involved stakeholders with the potential usage of open data.  

3.4 Technical requirements of AI and CI open data ecosystems 
3.4.1 Introduction 
In evaluating the technical requirements for the integration of Artificial Intelligence and Collective 
Intelligence (AI and CI) to directly interact (through APIs) with the open data, it is essential to 
understand the pivotal role of these open data ecosystems in the current digital era. These 
networks, consisting of data providers, users, and intermediaries, are crucial for promoting 
transparency, innovation, and collaboration. With the ever-increasing volume and significance of 
data, ensuring the sustainability and circularity of these ecosystems is paramount. The circularity 
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in this perspective, mirroring the principles circular economy, underscores the necessity of 
transforming data's lifecycle to maximize efficiency and value retention.  
 
Integrating methodologies from Artificial Intelligence use cases, such as automated metadata 
extraction, intuitive search engines, and recommendation systems, along with Collective 
Intelligence use cases like Wikipedia's collaborative editing and Open Street Map's collaborative 
mapping, into these ecosystems can significantly enhance their circularity. Specifically, AI enhances 
circularity by improving data accessibility by facilitating faster, more relevant data retrieval, which 
in turn, boosts reuse across various contexts [48], [49]. On the other hand, CI contributes by 
continuously updating and verifying data through communal effort, ensuring its relevance and 
extending its utility. The employment of APIs underscores this synergy, enabling robust data 
exchange and integration that enhance data's interoperability and lifecycle management. 
Together, these integrations foster a regenerative data use cycle, where information is constantly 
refined, shared, and optimized, embodying circularity principles by preserving data's value and 
utility over time within the ecosystem.  
 
However, to leverage the full potential of this integration, a structured framework ensuring data 
quality, data interoperability, data accessibility, and compliance to legal standards is essential. The 
vast processing capabilities of AI, combined with the contextual enrichment provided by CI, can 
lead to transformative insights and applications. Yet, this integration is not without challenges. In 
our below literature review we have included some literature pertaining to the challenges for AI 
and CI in promoting circularity. Our literature review strategy involved using pertinent keywords 
such as AI, CI, Open data, Government Data, API, Crowdsourcing, ML, LLM and examining titles 
for initial identification, followed by a detailed review of abstracts and conclusions to verify their 
relevance and value to our topic of study. 
 
3.4.2 Literature Review 
The following literature focuses on the technical requirements of AI and CI to improve the 
circularity within open data ecosystems, addressing a range of aspects related to technological 
integration and innovation. These studies underline the essential role that AI and CI play in 
promoting the reuse and recycling of data, reflecting the principles of the aforementioned circular 
economy model. These studies highlight the pivotal contribution of AI and CI to circularity, while 
shedding light on the necessary requirements for their effective integration and the challenges 
they encounter in this process.  
 
The study by Jin Li et al. explores the symbiotic relationship between big data and AI, underscoring 
the AI requirements to harness and analyse vast datasets effectively, which is crucial when 
interacting with APIs for meaningful data insights and decision-making [50]. Richard Absalom et 
al.'s research emphasizes the role of CI in gathering and synthesizing intelligence from various 
sources, which enhances API interactions by providing a richer, more nuanced understanding of 
data [51]. Joutsenlahti et al. pinpoint the governance structures necessary for AI and CI 
applications to ensure reliable, ethical, and compliant data exchange via APIs, highlighting the 
need for transparency and accountability in data handling [52]. They also discuss the importance 
of adaptable governance and service frameworks to facilitate user-centric and efficient API 
interactions within AI/CI-driven data services [52].  
 
Zhengbao Jiang et al. showcase how AI and CI can advance data processing techniques, enabling 
sophisticated relation extraction and integration, which is vital for extracting actionable insights 
from complex data sets accessed through APIs [53]. Tan explores the requirements for AI 
compatibility in open government data ecosystems. He sheds light on the specific needs for AI 
systems to effectively integrate into governmental data ecosystems, which often involves complex 
data [54].  
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Building upon these findings, further studies emphasize the need for robust data platforms to 
support the integration of AI and CI. Vassilev et al. discuss the development of AI-driven platforms 
that can enhance data integration and management [55]. This advancement is crucial for the 
efficient utilization of AI and CI in handling extensive data sets. Abedjan underlines the importance 
of data quality and literacy in implementing effective AI solutions. He establishes that for AI and 
CI to be effectively integrated into open data ecosystems, there is a fundamental need for ensuring 
high-quality data and enhancing data literacy among stakeholders [56]. Traub et al. emphasize 
the importance of open-source tools and collaborative platforms [57]. These platforms are vital 
for sharing and analysing large datasets, enabling stakeholders to engage in circularity initiatives 
more effectively. Trevisan et al. focus on leveraging digital platforms for efficient network 
management and collaboration [58]. It highlights how AI technologies can facilitate efficient 
information and resource exchange among businesses, enhancing circularity in business 
ecosystems. 
 
In summary, these studies collectively paint a comprehensive picture of the challenges and 
requirements for integrating AI and CI into open data ecosystems. They emphasize the need for 
managing data complexities, addressing biases in AI, ensuring data quality, and establishing 
robust governance frameworks. These elements are crucial for the successful and ethical 
integration of AI and CI technologies in open data environments, thereby paving the way for more 
sustainable and efficient data ecosystems. 
 
3.4.3 AI, CI and their technical requirements 
Artificial Intelligence: Artificial Intelligence (AI) has potential to significantly enhance the 
functionality of open data portals, driving the findability, accessibility, usability, and circularity of 
data [59]. By improving search capabilities, AI enables users to efficiently locate and utilize diverse 
datasets through advanced search mechanisms. It also plays a crucial role in generating and 
enriching metadata, making data more accessible and understandable. AI-driven 
recommendation systems further aid in discovering relevant datasets, encouraging reuse and 
recycling of data. Additionally, AI's ability to extract actionable insights from data transforms raw 
information into valuable knowledge. This multifaceted contribution of AI not only maximizes the 
utility of data but also fosters a self-sustaining cycle of data creation, sharing, reusing and 
innovation within these portals. 
 
Collective Intelligence: Collective Intelligence (CI) has potential to improve the circularity of open 
data portals by harnessing the power of crowdsourcing, as demonstrated by platforms like 
OpenStreetMap [60] and Wikidata [61]. In this model, users globally contribute, refine, and verify 
data, ensuring its accuracy and richness. This collaborative approach can be applied to open data 
portals, allowing users to identify and correct inaccuracies or gaps in datasets, similar to the 
collaborative contributions in GitHub. 
 
Furthermore, CI enables users to add value to these datasets. Individuals with diverse expertise 
can analyse the data, derive unique insights, and share their findings back with the community. 
This could include creating new data visualizations or developing advanced predictive models. To 
encourage and track these contributions, we propose features like a history of changes for each 
dataset and a recognition system for contributors, fostering a transparent, community-driven, and 
continuously improving data ecosystem. Figure 8 reflects the contribution chart for GitHub 
commits, which is what inspires our proposal for a similar mechanism for open datasets [62]. 
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Figure 8: Contribution chart reflecting GitHub commits [38] 

Technical Requirements:  
To effectively harness the potential of AI and CI within OD ecosystems concerning their interaction 
with APIs, it is essential to identify and address specific requirements tailored to each domain. AI 
and CI serve distinct yet complementary roles in leveraging open data: AI focuses on automated 
data processing and insight generation, while CI emphasizes human collaboration and collective 
knowledge building. By delineating clear, dedicated requirements for each, we can ensure that 
both AI and CI not only coexist but synergize within the OD ecosystem, enhancing data utility, 
accessibility, and innovation. Below are the requirements specifically curated for AI and CI in the 
context of their interactions with OD APIs: 
 
I. AI Requirements: 
• High-Quality and Structured Data: AI systems require clean, structured, and high-quality 

data from OD APIs for reliable analyses and outputs. "High-quality" here refers to data that is 
accurate, complete, and consistent, essential for the effective functioning of AI applications 
like recommendation systems and conversational search engines, ensuring they deliver 
precise and actionable insights.  

• Comprehensive Metadata: AI applications rely heavily on detailed metadata and their 
adherence to standards to navigate and interpret open data accurately, necessitating that APIs 
furnish extensive, contextual information about the datasets they present. Here, 
"comprehensive" metadata implies that the information provided should encompass all 
necessary details that define and describe the dataset's content, context, and structure. Such 
depth and breadth in metadata are crucial for tasks like identifying or associating similar 
datasets within an open data portal, significantly enhancing data discoverability and usability. 
This level of detail ensures that AI systems can understand the relevance, provenance, and 
applicability of the data they access, facilitating more informed and accurate analyses.  

• Data Interoperability: AI's ability to integrate and analyse diverse data sets hinges on 
semantic and technical interoperability, necessitating that OD APIs facilitate seamless data 
exchange and synthesis across varied formats and standards.  

• Real-time Data Processing Capabilities: For AI to respond dynamically to evolving 
situations, OD APIs must offer capabilities for real-time data processing, enabling immediate 
analysis and decision-making. A prime example is traffic management, where real-time data 
processing is essential for optimizing traffic flow, minimizing congestion, and improving road 
safety. 

• Robust and Scalable Infrastructure: AI interactions with OD APIs demand a strong, scalable 
infrastructure to support intensive computational tasks and large-scale data analyses, 
ensuring efficient and timely data processing. It entails powerful machines with high 
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processing power and significant storage to be able to cater to the demands of ever-growing 
open data. 

 
II. CI Requirements: 
• User-friendly Interfaces and Tools: CI thrives on community engagement, requiring OD APIs 

to be accessible through interfaces and tools that are intuitive and easy for all users, 
facilitating active participation and collaboration.  

• Feedback Mechanisms for Continuous Improvement: To cultivate a progressive and 
interactive CI landscape, it is crucial for OD ecosystems to embed feedback functionalities 
within their APIs. These features should empower users to offer insights and 
recommendations seamlessly through the API interface, thereby advancing data quality and 
augmenting community engagement. Such mechanisms ensure that user feedback is directly 
integrated into the data cycle, promoting an iterative enhancement process that is vital for 
the sustained evolution of the OD ecosystem. 

• Compliance with Legal and Ethical Standards: Ensuring that CI interactions via OD APIs 
adhere to legal and ethical guidelines is paramount, promoting a secure, respectful, and 
transparent environment for all participants. 

• Data Interoperability: Central to fostering a robust CI environment is ensuring that users 
can easily share, access, and collaborate on diverse datasets. Interoperability across different 
data formats and standards is critical, enabling seamless integration and analysis of various 
data sets, thus enhancing collective knowledge creation and decision-making processes. 

 
Meeting these requirements ensures that OD ecosystems are conducive for AI and CI, facilitating 
advanced data analysis, better decision-making, and enhanced community engagement. Figure 9 
reflects the requirements of AI and CI to interact with open data through APIs. 
 

 
Figure 9: Technical requirements of AI and CI to seamlessly interact with open data 

through APIs and enhance the ecosystem 
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3.4.4 Conclusion 
The technical intricacies of APIs are fundamental in effectively integrating Artificial Intelligence 
(AI) and Collective Intelligence (CI) with open data ecosystems. This is an essential step to unleash 
their collective transformative capabilities. To achieve this, APIs must provide robust data 
accessibility, ensuring that AI algorithms can access the high-quality, structured data they require 
for precise analysis. Equally important is the integration of comprehensive metadata through APIs, 
which enhances data contextualization for AI while bolstering understanding and participation in 
CI endeavours. Furthermore, APIs need to uphold interoperability standards, facilitating the 
seamless integration of varied data formats and systems, a necessity for the collaborative and 
cross-functional nature of AI and CI interactions. Support for real-time data processing is another 
crucial feature, particularly vital for AI applications where timely data analysis is imperative. 
Additionally, the scalability and reliability of APIs are paramount, ensuring they can handle 
escalating data volumes and maintain performance consistency. Embedded security measures 
within APIs are also essential, safeguarding data integrity and user trust. Lastly, APIs should be 
designed with a user-centric approach, especially to enhance CI participation, making them 
intuitive and accessible for diverse user groups. By prioritizing these technical attributes, APIs can 
significantly bolster the integration and functionality of AI and CI within open data frameworks, 
fostering innovation and a more interconnected data landscape. 
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4 Current state of Open Data Portals 
In this section, the Early Stage Researchers (ESRs) conducted an analysis of three notable European 
data portals: the European Data Portal (EDP) [63], the French Data Portal (FDP) [64], and the 
Swedish Data Portal (SDP) [65], from their topicsʼ perspective. The current status of these data 
portals reveals significant room for improvement in aspects of circularity and closing the loop. 

4.1 Circularity compliance of ODPs from the perspective of user interfaces 
For our analysis, we navigated these data portals as case studies to assess their alignment with 
the dimensions of promoting reuse in open data portals defined in Table 5. 
 
Table 5: Compliance assessment of EDP, FDP and SIDP with the dimensions of promoting 
reuse in open data portals 

S.no Requirement European Data Portal  French Data Portal  Swedish Data 
Portal  

1 Technology CKAN plus other 
technologies 

Udata plus other 
technologies 

Ad hoc 
development 

2 Social media 
links 

The portal has links to its 
own Facebook, X, 
LinkedIn and YouTube 
profiles. It does not have 
the functionality to share 
individual datasets 
through any social media 
platform. 

The portal has links 
to its own 
Facebook, LinkedIn, 
Mastodon and RSS 
profiles. It does not 
have the 
functionality to 
share individual 
datasets through 
any social media 
platform. 

The portal has links 
to its own 
Facebook, and X 
profiles. It does not 
have the 
functionality to 
share individual 
datasets through 
any social media 
platform. 

3 Feedback and 
support 

Using the contact form, 
users can create different 
kinds of tickets: (1) 
request to update a 
dataset, (2) request for a 
specific dataset, (2) 
suggestion for a new 
dataset, (3) request for 
another format, (4) error 
report, (5) question on 
SPARQL API, (6) question 
on copyright, (7) general 
information, (8) 
feedback/other 
questions, and (9) 
request to be harvested 
by data.europa.eu 

Using the contact 
form, users can 
create different 
kinds of tickets: (1) I 
have a question, (2) 
Request to open 
data, (3) Submit a 
bug, and (4) Give 
feedback on 
data.gouv.fr 

The portal offers a 
general contact 
form. 

4 Newsfeed A newsfeed section with 
a wealth of current 
publications. 

A newsfeed section 
with a wealth of 
current 
publications. 

No newsfeed 

5 Guidance It has a documentation 
section with general site 
data, metadata models, 

The documentation 
includes technical 
guides, data 

The portal has a 
documentation 
section with 
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S.no Requirement European Data Portal  French Data Portal  Swedish Data 
Portal  

search procedures, 
publication procedures, 
API documentation, 
metadata quality, data 
quality, data citation, data 
visualization, accessibility 
and glossary of terms.  
 
The portal's academy 
offers educational 
material for different 
audiences such as 
academics, civil servants, 
data providers, 
developers, journalists, 
private sector, NGOs, and 
others. 
 
It does not provide 
documentation at the 
level of individual 
datasets. 

schema and an 
initiative called 
Open Data 
University that 
helps teachers and 
students design 
interesting school 
projects using open 
data.  
 
It also has a 
resource section for 
individual datasets. 

specifications of 
information and 
data models.  
 
It does not provide 
documentation at 
the level of 
individual datasets. 

6 Examples The portal has general 
sections on apps and use 
cases. 
 
No examples are 
available at the level of 
individual datasets in the 
catalogue. 

Reuses are available 
both in a general 
section and linked 
to individual 
datasets. 

There is no general 
examples section 
or at the level of 
individual datasets. 

 
As can be seen, the French open data portal is the one that offers the best conditions for the reuse 
of data. Its greatest distinction is that usage functions are directly associated with individual 
datasets, which facilitates the transfer of knowledge and resources between users to add value to 
the data. 

4.2 Circularity compliance of ODPs from the perspective of feedback mechanisms 
We performed desk research using the chapter 2 technical requirements for feedback mechanisms 
in ODP as the assessment measure for the feedback mechanisms of the three open data portals. 
The analysis of requirementsʼ compliance is reflected in Table 6. 
 
Table 6: Technical requirements for the circular open data ecosystem with respect to 
feedback mechanism 

S.no Requirement European Data Portal  French Data Portal  Swedish Data 
Portal  

1 Quality 
Enhancement 

Yes: The EDP strives for 
quality by publishing 
data according to 
specific standards and 

Yes: Users can 
report data 
inaccuracies and 
suggest 

Yes: Public and 
data supplier 
feedback tools 
exist for reporting 
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S.no Requirement European Data Portal  French Data Portal  Swedish Data 
Portal  

metadata guidelines. 
However, user 
feedback on data 
accuracy and 
completeness is 
limited, potentially 
hindering further 
improvement. 

improvements 
through forms. 

data issues and 
suggesting 
improvements. 

2 Usability and 
Accessibility 

Yes: The EDP offers 
basic accessibility 
features like keyboard 
navigation and facet 
search compatibility. 
However, the interface 
could be further 
optimized for different 
user needs and 
abilities. 

Yes: The portal 
offers commenting 
and feedback 
forms, potentially 
aiding user 
interaction. 

Yes: Hierarchical 
feedback structure 
with clear 
categories aids 
user navigation. 

3 Communication 
and 
Engagement 
 

No: Users currently 
have limited options 
for providing feedback, 
primarily through 
email or forms, which 
may not encourage 
active engagement. 

Yes: Multiple 
feedback channels 
(feedback forms, 
discussion forum, 
email, etc.) exist for 
user 
communication. 

Yes: The portal 
counts user posts, 
suggesting user 
engagement is 
tracked and 
potentially used. 

4 Iterative 
Development 

No: While the ODP 
releases regular 
updates, there's limited 
evidence of user 
feedback directly 
influencing these 
updates, suggesting a 
less iterative 
development process. 

No: Information on 
roadmaps or 
timelines for 
incorporating 
feedback is 
unavailable. 

No: While 
feedback is 
collected, the text 
does not clarify its 
integration into 
updates or 
roadmaps. 

 

4.3 Circularity compliance of ODPs from the perspective of analysis tools 
Desk-based research has been performed to check the compliance of the technical requirements 
with respect to analytical tools and technologies. The results are depicted in Table 7. The first 
column presents the technical requirements that are necessary to be integrated as functionalities 
in the current open data systems to make them more circular and enhance the integration of 
analytical tools and technologies. This integration, in return, can make the open data ecosystem 
circular with respect to value distribution and sustainability.  

Symbols represent the following: 

• "" indicates technical requirements are fulfilled. 
• "" indicates technical requirements are not fulfilled. 
• "±" indicates limited fulfilment of technical requirements. 
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Table 7: Technical requirements for the circular open data ecosystem with respect to data 
analytics 

S.no Requirement European Data 
Portal  

French Data Portal  Swedish Data 
Portal  

1 Req1: 

Open Data 
accessibility and 
interoperability 

 Yes, these 
requirements are 
available in the EDP 
but with limited 
fulfilment. 

 Data is accessible 
and interoperable 
with some of the 
features of the 
interoperability. 

 Data is accessible 
and interoperable 
with some of the 
features of the 
interoperability. 

2 Req2: 

Comprehensive 
dataset 
coverage  

±Different thematic 
datasets are given 
around 13 
categories are 
covered within the 
EDP, but these are 
not exhaustive 
categories. 

± The have themes 
which are available 
on the EDP but 
other than that they 
cover some hot 
themes as well. Such 
as machine learning 
useable datasets, 
covid themes 
datasets and so on. 

± The portal has 
fixed themes, which 
are expandable in 
the future.  

3 Req3:  

Scalability and 
performance of 
the portal 

± These are 
subjective 
requirements. And 
EDP follows cloud 
infrastructure which 
is scalable, and 
performance is also 
good.  

± These are 
subjective 
requirements. And 
French open data 
portals follow cloud 
infrastructure which 
is scalable, and 
performance is also 
good.  

± These are 
subjective 
requirements. And 
Swedish follows 
cloud infrastructure 
which is scalable, 
and performance is 
also good.  

4 Req4:  

User-friendly 
interfaces 

 Reasonable 
user-friendly 
interfaces; requires 
an improvement 
over the time. 

 Reasonable 
user-friendly 
interfaces; requires 
an improvement 
over the time. 

 Reasonable 
user-friendly 
interfaces; requires 
an improvement 
over the time. 

5 Req5:  

Advanced 
searches and 
filtering 
capabilities 

 EDP provides 
with the 
functionality of 
advanced searches 
and filtering 
capabilities. 

 French OD 
portal provides with 
the medium 
functionality of 
advanced searches 
and filtering 
capabilities. 

 Swedish OD 
portal provides with 
the medium 
functionality of 
advanced searches 
and filtering 
capabilities. 

6 Req6:  

Data 
governance 
(data quality 
assurance) 

 Data 
governance 
procedures implied 
within the EDP. 

 National and 
European data 
governance 
procedures are 
being followed in 
the French Open 
data portal. 

 National and 
European data 
governance 
procedures are 
being followed in 
the Swedish Open 
data portal. 

7 Req7:  

Analytical tool 
integration 

± Limited availability 
of analytical tools 
integrated within the 
EDP. For instance, 

± Limited availability 
of analytical tools 
integrated within the 
FDP. For instance, 

± Limited availability 
of analytical tools 
integrated within the 
SDP. For instance, 
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S.no Requirement European Data 
Portal  

French Data Portal  Swedish Data 
Portal  

various kind of 
datasets which 
requires different 
types of analysis 
tools. So, it is very 
difficult to build a 
generic tool.  

various kind of 
datasets which 
requires different 
types of analysis 
tools. So, it is very 
difficult to build a 
generic tool.  

various kind of 
datasets which 
requires different 
types of analysis 
tools. So, it is very 
difficult to build a 
generic tool.  

8 Req8: 

Collaboration 
and knowledge 
sharing 

±Limited 
collaboration and 
knowledge sharing. 

±Limited 
collaboration and 
knowledge sharing. 

± Limited 
collaboration and 
knowledge sharing. 

9 Req9: 

Feedback 
mechanisms 

± Limited feedback 
mechanisms 
implemented. 

±Limited feedback 
mechanisms 
implemented. 

± Limited feedback 
mechanisms 
implemented. 

10 Req10: 

Documentation 
and Training 
Resources 

 documentation 
and training 
resources are 
available on the 
website. 

 documentation 
and training 
resources are 
available on the 
website. 

 documentation 
and training 
resources are 
available on the 
website. 

11 Req11: 

Technological 
infrastructure 
(cloud 
computing) 

 Technological 
infrastructure is 
implemented based 
cloud computing 
tools. 

± Not sure about 
technological 
infrastructure. 

±Not sure about 
technological 
infrastructure. 

12 Req12:  

Data 
categorization 
with respect to 
possible 
analytics 

 Not available data 
categorization. 

 Yes, available data 
categorization. 

 Not available data 
categorization. 

 
Based on Table 6 (Technical requirements for the circular open data ecosystem with respect to 
data analytics) and compliance with current open data portals (EDP, FDP, and SDP), a smaller 
number of technical requirements are being fulfilled by these portals for better circularity. These 
technical requirements revolve around data analytics overall. The adoption of these technical 
requirements and the development of functionalities can improve the circularity of the open data 
by means of data analytics at the end. 

4.4 Circularity compliance of ODPs with technical requirements of AI and CI 
In this section, we investigated these portals as case studies to evaluate their alignment with the 
established technical requirements for integrating AI and CI. This assessment is aimed to 
determine the extent to which Europe's most prominent data portals meet these critical criteria. 
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The findings of our evaluation are reflected in Table 8, which presents a detailed analysis of the 
compliance with each requirement. 
 
Table 8: Compliance assessment of EDP, FDP and SDP with established AI and CI technical 
requirements 

S.no Requirement European Data 
Portal  

French Data 
Portal  

Swedish Data Portal  

1 High-Quality 
and Structured 
Data 

• Datasets with 
varying 
languages 
depending on the 
source. 

• Loosely 
structured Data. 

• A lot of data sets 
are not well 
defined. 

• Unilingual data 
Well defined and 
well-structured 
data. 

• Unilingual data. 
• Mostly well-

structured data. 
 

2 Comprehensive 
Metadata 

• Comprehensive 
metadata 
attributes. 

• Incomplete and 
minimal 
metadata. 

• Well-defined 
and mostly 
complete 
quality 
metadata. 

• Basic but well 
defined and 
complete 
metadata. 

3 Data 
Interoperability 

• Many datasets 
were in limited 
formats. 

• Abundantly 
lacked machine 
readability.  

• A lot of them did 
not adhere to 
DCAT-AP 
principles. 

• Better 
adherence to 
DCAT-AP. 

• Format 
variability 
poses 
challenges. 

• Moderate 
adherence to 
interoperability 
standards with 
some exceptions. 

4 Real-time Data 
Processing 
Capabilities 

• The concept of 
real-time data 
processing for AI 
and CI was 
minimal and 
virtually non-
existent. 

• Some 
initiatives for 
real-time data, 
but not widely 
implemented. 

• Non-existent 
real-time data 
processing 
capabilities, 
mainly static 
datasets. 

5 Robust and 
Scalable 
Infrastructure 

• The infrastructure 
resembled a 
conventional data 
portal. 

• Not optimized for 
AI operations.  

• CI integration 
also appeared 
limited. 

• Primarily 
conventional 
infrastructure 
with limited AI 
optimization. 

• It is conducive 
for CI as it 
engages 
community for 
discussion and 

• Infrastructure 
more tailored to 
conventional 
data storage 
than AI 
processing. 

• It also aids CI 
with community 
engagement 
with giving 
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S.no Requirement European Data 
Portal  

French Data 
Portal  

Swedish Data Portal  

• Limited SPARQL 
API query time 

integrates 
reuses of 
datasets. 

• General search 
API not 
apparent 

hierarchical 
commenting tool 
to engage users. 

• General search 
API not apparent 

 
6 User-friendly 

Interfaces and 
Tools 

• The interface did 
not seem 
conducive to 
integrating AI or 
CI effectively. 

• Interface is 
user-friendly 
but lacks 
advanced tools 
for AI and CI 
integration. 

• User-friendly 
interface; 
however, 
advanced tools 
for AI integration 
are limited. 

7 Compliance 
with Legal and 
Ethical 
Standards 

• Data from various 
sources showed 
inconsistencies in 
licensing and 
compliance. 

• High 
compliance 
with legal 
standards, but 
ethical 
guidelines are 
less clear. 

• Generally 
compliant with 
legal standards, 
but some data 
sources show 
inconsistencies. 

 
8 Feedback 

Mechanisms for 
Continuous 
Improvement 

• Although data 
visualization was 
present, there 
were no clear 
feedback 
mechanisms 
reflecting 
crowdsourcing 
principles. 

• Integrates CI 
well from the 
perspective of 
community 
engagement 
and value 
integration. 

• Focuses most 
on user needs. 

• Integrates 
community 
engagement 
with 
commenting and 
discussion 
options but it is 
hierarchical. 

 
Our analysis of these European portals highlights distinct levels of compliance with AI and CI 
technical requirements, as summarized in Table 4. 
  
The EDP, despite offering multilingual datasets, falls short in high-quality, structured data and real-
time data processing capabilities. Its traditional infrastructure limits its effectiveness in AI and CI 
integration. On the other hand, the FDP stands out for its strong compliance with CI principles. It 
features a user-friendly interface, effective feedback mechanisms, and integrates data reuses well, 
showcasing a robust model for CI integration. However, it faces some challenges in data 
interoperability. 
 
The SDP, while providing well-structured data and comprehensive metadata, struggles with 
interoperability and real-time data processing. Its conventional infrastructure, though somewhat 
conducive to CI, lacks in AI optimization. 
 
In conclusion, while the FDP demonstrates strong CI integration, all portals need further 
development in certain areas, particularly in data quality, interoperability, and structure to support 
AI capabilities, to fully leverage the potential of AI and CI in European open data ecosystems. 
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5 Strategies to enhance circularity in open data portals 

5.1 Designing user interfaces for open data portals where stakeholders can readily 
materially add value to the ecosystem 

In this section, we present a proposal to guide the design of open government data interfaces to 
foster circularity. Our goal is not to prescribe every detail of a platform, but rather to invite leaders 
of open government data initiatives to reimagine the paradigm needed to cultivate a true 
ecosystem that creates and captures value from different types of users. At the centre of our 
proposal is the notion of the open data portal, which is a prominent technological facet of open 
government data initiatives. However, it is important to note that, while significant, the open data 
portal should not be perceived as the only channel for achieving this goal. 
 
One strategy often employed by designers to manage complexity is to anchor user interface 
actions, tasks and goals in a recognisable set of concepts [66]. This framework, known as a user 
interface metaphor, has significantly influenced interface design practices. Metaphors facilitate 
the transfer or alignment of knowledge from a known domain to an unknown domain, allowing 
people to apply existing knowledge and experience to understand and navigate new or unfamiliar 
situations. It is precisely this metaphor-driven design model that we will use in the following lines. 
The initial phase of this process is to map the conceptual metaphor prevalent in existing data 
portals (e.g. EDP, FDP, SDP). This can be achieved through a close examination of the platform's 
user interface [67]. We can critically evaluate the strengths and weaknesses of the metaphors 
identified from the perspective of circularity. We then look for an alternative metaphor that can 
effectively address the limitations of the initial model, ideally complementing its strengths. Finally, 
we propose a course of action to implement this alternative metaphor in real portals. 
 
For this exercise, we have chosen to use metaphors associated with physical meeting places. 
Physical metaphors can serve as valuable tools, as tangible objects tend to resonate more 
intuitively with humans compared to the abstract nature of most modern digital data sources [68]. 
A preliminary examination of the open data portals analysed in this research reveals the presence 
of at least three distinct metaphors that effectively describe the information architecture of these 
platforms. The main metaphor observed is that of the library - collection of resources in a variety 
of formats conveniently organised for physical, digital, bibliographic or intellectual access-[69]. It 
is joined by two other metaphors of lesser relevance but notable influence: the school -space 
dedicated to learning and the cultivation of knowledge and skills-, and the community centre - 
public space where community members convene for group activities, social support, access to 
public information, and various communal endeavours-[70]. Figure 10 shows the correspondence 
between the various sections of the open data portals in question and the identified design 
metaphors. 
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Figure 10: Elements of open data portals that map to design metaphors 

Note that these metaphors aim at satisfying the value creation objectives of different user groups. 
However, bottlenecks in value creation and circulation can arise when these metaphors are 
implemented as separate sections that exist within the same website but lack organic interaction. 
This restriction in the circulation of value is precisely evident in the EDP, where the library, school 
and community centre manifest themselves as separate tabs with no direct interconnection. In 
contrast, the FDP presents a different scenario. Each dataset is directly linked to reuses, discussions 
and community resources, which facilitates the capture of value from users for the benefit of other 
users and the provider. 
 
The next step is to identify an alternative metaphor. The challenge is to reconceptualise the portal 
beyond a mere catalogue, which typically presents data sets for individual consumption through 
browsing and consultation. Instead, while still emphasising convenience factors, user interfaces 
should encourage visitors to engage in a more communal experience of interacting with data. This 
means fostering an environment where users can not only access data, but also learn and share 
knowledge in collaboration with others. This interaction helps to bridge the technical and 
contextual knowledge gap needed to extract value from data at different stages of its lifecycle. 
 
As a competing metaphor, we propose the makerspace (also known as hackerspace, hack lab or 
FabLab). One of such workshops at hackerspace is reflected in Figure 11. This physical collaborative 
workspace serves as a hub for creativity, learning, exploration, and knowledge sharing [71]. It 
allows people to come in with an idea and leave with products or prototypes with varying degrees 
of fidelity. The makerspace has a wide range of tools and resources, from high-tech equipment to 
basic materials, for users of all ages and backgrounds. There is an inherent connection between 
makerspaces and circularity [72]. This connection is not only present in the reuse of physical 
materials and tools but also in core practices such as exchange, collaboration, education, and 
guidance. 
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Figure 11: Workshop for beginners at the Kyiv hackerspace held in January 2023 (Source: 

Wikimedia Commons) 

A makerspace has five key components: (1) space, (2) members and community, (3) resources, (4) 
activities, (5) values/philosophy [73]. Table 9 maps these makerspace components to a standard 
government open data portal. 
 
Table 9: Mapping of makerspace components to a standard government open data portal 
[67] 

 Makerspace Open Government Data Portal 
Members & 
Community 

Maker, hacker, ar�sts, engineer Government, NGOs, companies, 
students, journalists, non-specialised 
users, intermediaries 

Resources Supplies (e.g. plas�c, metal, wood) and 
tools (e.g. welders, laser cuters, 
microcontrollers, 3D printers, digital 
design tools) 

Data as raw material and tools for data 
cleaning, analysis, modelling and 
visualisa�on 

Ac�vi�es Making, hacking, programming, 
entrepreneurship 

Open data lifecycle ac�vi�es [See 
sec�on 2.4] 

Values Open, sharing, learning, collabora�on.  
 
Makerspaces are defined by the proximity of materials such as plastic, metal and wood, together 
with a range of tools such as welding machines, laser cutters, microcontrollers, 3D printers and 
digital design tools, which facilitate the creation of products. Translating this concept to the 
government's open data portal means ensuring that datasets are easily accessible along with tools 
for cleaning, analysing, visualising and modelling them. This can be achieved by providing on-site 
tools or by streamlining the process of exporting data to compatible tools. 
 
The iterative process adopted in makerspaces recognises that products evolve gradually rather 
than reaching their final form abruptly [74]. Hence, makerspaces offer prototyping facilities with 
levels of fidelity varying accordingly. Among these facilities, rapid prototyping occupies a central 
place. Similarly, in the context of an open government data portal, the selection of tools should 
prioritise options that offer users a complete view of the data, allowing them to quickly assess its 
potential for a given purpose and further exploration. 
 
Makerspaces prioritise learning and adopting methodologies aimed at fostering product creation, 
including Design Thinking [75]. Illustrated in Figure 12. Design Thinking is a user-centred problem-
solving approach characterised by a systematic flow comprising three key stages: 1) 
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understanding, 2) exploration and 3) creation. Within these general phases, the process unfolds 
through six distinct steps: empathise, define, ideate, prototype, test and implement [76]. 
Regarding this, the information, complementary materials, and tools around a dataset could be 
organised to facilitate users to seamlessly navigate through the phases of understanding, 
exploration, and creation. 

 
Figure 12: Design Thinking [76] 

 
Below is a sequence of sketches to illustrate some elements of the makerspace metaphor 
described previously (proximity between inputs and, resources and tools; fast prototyping; design 
process facilitation) put into practice in a governmental open data portal. It is by no means 
intended as a detailed design specification. The sketch in Figure 13 shows the record of a dataset. 
At the top are the characteristic elements of current dataset sheets present in portals, containing 
titles, descriptions, and other important metadata, as well as buttons for basic operations such as 
downloading the dataset. The lower part shows a sequence of tabs that from left to right evoke 
the stages of understanding, exploration and creation typical of design thinking. Note that the 
specific labels and number of compartments into which the steps of a design process are 
distributed is debatable, the important idea is that the resulting experience is a flow that provides 
users with the context and resources to create value from the data and return it to the ecosystem. 
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Figure 13: Dataset record 

The sketch in Figure 14 elaborates on the concept of the Understand tab. The purpose of this 
section would be for the user to quickly discover what the data consists of from a technical and 
domain expert point of view. The technical description of the data is given by data profiling 
(variable dictionary, size, data preview, quality indicators). Domain knowledge is supplied d by a) 
Documents relevant to the interpretation of the data (e.g. a dataset on public contracts could 
show the public procurement laws and regulations of the corresponding jurisdiction), b) Use cases 
that help the user to draw inspiration from previous exploitations of the dataset. In this section, 
users should be able to connect or upload their re-uses in as many formats as possible. c) 
Communities of users related to the dataset either by thematic proximity or by having developed 
previous projects with this resource, d) Related data sets that could be combined with the current 
one to generate products with greater added value, and e) Projects where users or Communities 
could advertise initiatives that require volunteers or collaborators. 
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Figure 14: Understand tab 

In the sketch of the Explore tab shown in Figure 15, the user, once understanding the context of 
the data, has a toolkit to carry out typical operations for working with data (cleaning, analysis, 
visualization, modelling). This section could also have an artificial intelligence assistant that, 
knowing what the user intends to do with the dataset, can advise them on its feasibility, strategy 
for its execution, useful resources (documents, communities, projects, related datasets, etc.). In 
this section the user can create data artifacts of varying complexity (tables, visualizations, models.). 
These artifacts must have a modular nature and be highly portable to be able to be integrated 
into larger products, shared or transferred to other platforms in various formats. 

 
Figure 15: Explore tab 
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Finally, the Create tab view of Figure 16 offers a space for the user to assemble higher value-
added data products from smaller pieces like those that were generated in the previous stage. A 
possible implementation of this idea is data notebooks, which in their ultimate expression are a 
narrative product that integrates language, data and multimedia whose purpose is to facilitate the 
communication of findings. The creation of these products can be done collaboratively and invite 
other users to provide feedback. The result could be shared in a wide number of formats and of 
course incorporated into the list of reuses present in the Understand tab. 

 
Figure 16: Create tab 

5.2 Proposed conceptual model of feedback mechanism to make circular open data 
ecosystem 

Figure 17 illustrates the system architecture designed to efficiently process data from multiple 
sources (S1, S2, S3) and transform it into actionable insights accessible through a dashboard 
interface. To better understand the conceptual model, let us dive into the data source integration. 
For example, data S1 can crawl the tweets related with open data by the users and by the portal 
administrators. While data source S2, can harvest the themes of the datasets within open data 
portal and the last data source S3 can provide a user opinion about the dataset as well as 
regarding the portal itself. Once data is collected in a database from all these sources, this 
database will act as a hub, facilitating seamless communication between the data collection 
components and downstream processing modules. Furthermore, upon ingestion into the 
database, the stored data undergoes algorithmic analysis to extract meaningful insights and 
patterns. The results of this analysis form the basis for decision-making and further action. Finally, 
the insights derived from the algorithmic analysis are presented to users through a dashboard 
interface. The dashboard provides a user-friendly way to interact with the data, visualizing key 
metrics, trends, and insights in a comprehensible manner. 

 

 
Figure 17: Proposed Conceptual Model 
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5.3 Enhancing Open Data Ecosystems Circularity by incorporating open data tools and 
technologies within open data portals 

Merely offering data to users is not sufficient without considering how they can leverage the data 
for valuable insights and creations. In today's rapidly advancing landscape, where new tools and 
technologies continually emerge for handling datasets of all sizes and types, it is crucial to 
strategize open data provision. Enhancing circularity in current open data spaces involves ensuring 
availability of open-source analytical tools and technologies. Few important recommendations to 
enhance the ODECO circularity:  
• Providing open data based on use-cases. 
• Recommendations for tools and technologies that end-users can utilize to analyse particular 

datasets. 
• Providing applications (data products) developed using open datasets. 
• Incentivise the open data analytics (e.g. Kaggle competitions). 
• Integration of ease-to-use data analytical tools for non-expert stakeholders. 
• Offering courses and training modules on open data analytics within open data environments 

to facilitate capacity building. 
• Highlighting the expertise level required for the specific open datasets. 
Figure 18 illustrates the aspects of open dataset provisions, highlighting strategies aimed at 
enhancing circularity. These strategies emphasize the importance of making datasets accessible 
or categorized to various stakeholders based on their expertise, incentives, and specific use cases 
(the list is expanding denoted by dotted lines).  

 

Figure 18: Enhancing circularity in open data ecosystem with respect to data analytics 
(Source: Authors) 

5.4 Enhancing Open Data Ecosystem by employing AI and CI through APIs 
The strategic integration of Artificial Intelligence (AI) and Collective Intelligence (CI) through APIs 
presents a transformative approach to enriching the Open Data Ecosystem, as reflected in Figure 
19. By harnessing AI, we aim to elevate the ecosystem's capabilities in real-time data searching, 
data discovery, and metadata generation, ensuring fast, secure, and intelligent accessibility. This 
integration facilitates a more nuanced and dynamic interaction with data, enabling AI to provide 
predictive insights, advanced data analytics, and tailored data recommendations. On the Collective 
Intelligence front, inspired by platforms like GitHub, we envision an inclusive environment where 
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users can actively engage in data editing, refinement, and contribution. Through these enhanced 
APIs, users can not only manipulate and analyse open data, but also feed their analytical outcomes 
and enhancements back into the system, fostering a continuous loop of improvement and 
innovation. This approach not only democratizes open data engagement, allowing for a broader 
spectrum of user interaction and contribution but also ensures that the open data ecosystem 
evolves to become more circular, inclusive, insightful, and impactful. 

 

Figure 19: Proposed methodology to enhance ODECO by using AI and CI through API 
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6 Conclusions 
 
The comprehensive exploration of open data portals (ODPs) and their role in fostering circular 
open data ecosystems reveals a multifaceted landscape of challenges and opportunities. This 
document has delved into various aspects of ODPs, including user interface design, feedback 
mechanisms, analytical tools, and the integration of Artificial Intelligence (AI) and Collective 
Intelligence (CI). The findings show the importance of circularity, and how it can be facilitated 
technically in open data ecosystems, highlighting the need for continuous refinement and 
dynamic interactions between data consumers and producers. 
 
The analysis of the European Data Portal (EDP), the French, and Swedish open data portals from 
different technical perspectives has shown varying degrees of compliance with the principles of 
circularity. While some portals excel in certain areas, such as community engagement and user-
friendly interfaces, others face challenges in data quality, interoperability, and real-time data 
processing capabilities. The integration of AI and CI into these ecosystems is identified as a key 
factor in enhancing their functionality and sustainability. However, this integration requires 
addressing several technical requirements, including high-quality and structured data, 
comprehensive metadata, data interoperability, and robust infrastructure. 
 
The concept of circularity in open data ecosystems, inspired by the principles of the circular 
economy, emphasizes the need for a paradigm shift from linear data consumption to a more 
sustainable, collaborative, and value-creating approach. This shift is crucial for maximizing the 
benefits of open data, fostering innovation, and ensuring fair distribution of value among 
stakeholders. The document highlights the role of feedback mechanisms in enhancing the quality, 
usability, and accessibility of data, thereby transforming open data from a static resource into a 
dynamic catalyst for innovation and societal progress. 
 
In conclusion, the journey towards achieving circularity in open data ecosystems is ongoing, with 
significant progress made in some areas and potential for improvement in others. The insights 
gained from this analysis provide a roadmap for future developments, emphasizing the need for 
collaborative efforts, continuous improvement, and the integration of advanced technologies to 
realize the full potential of open data. By embracing these principles, open data ecosystems can 
evolve into more efficient, transparent, and user-centric platforms, contributing to a more 
knowledgeable, interconnected, and sustainable global community. 
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