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1. Introduction 
 
1.1. Background 
The European Commission (EC) made a projection that by 2025, the net worth of the European Union 
(EU)’s data economy is predicted to be €829 billion and is going to increase significantly over the 
following few years (Kumpula-Natri, 2021). Open data, which is data that is made available free of 
charge, with an open license, and in an open, machine-readable format, is expected to generate even 
more value (European Commission, 2011). It can enhance the effectiveness and efficiency of public 
services, increase institutional accountability, boost citizen participation, accelerate scientific progress, 
and foster the creation of other economic and social values (Hossain et al., 2016; Janssen et al., 2012; 
Zhu et al., 2019). In line with this enormous potential, the EC has published the directive on open data 
and the re-use of public sector information (Open Data Directive) that entered into force on 16 July 
2019. 
 
Despite the benefits of open data, its full potential has not yet been realised due to shortcomings in 
the current open data systems. Current developments in the field of open data are characterised as 
highly fragmented. Experts suggest that collaboration and coordination are necessary and that 
government efforts alone are not enough to make open data available and valuable (Harrison et al., 
2012; Pollock, 2011; Zuiderwijk et al., 2014). Open data is often developed in different domains in 
isolation and with little involvement of potential users, resulting in approaches that significantly limit 
open data reusability for users. The current “one-way street” and top-down approach to open data is 
not ideal, as it does not consider the user needs and may lead to limited use and value generation. 
Therefore, a more collaborative and user-centric approach is essential for the optimal use and value of 
open data (Pollock, 2011; Van Loenen et al., 2021). To address this, many researchers have advocated 
for the “open data ecosystem” approach (Davies, 2011; Poikola et al., 2011; Pollock, 2011; van Loenen 
et al., 2018; van Loenen et al., 2021).  
 
While this concept is still developing, at the heart of the ecosystem metaphor is the recognition of the 
diversity of data users’ needs that emphasizes the importance of not only data suppliers but also users 
(Davies & Edwards, 2012; Pollock, 2011; van Loenen et al., 2021). To achieve this, an important step is 
shifting from a supplier-driven to a user-driven perspective. ODECO is working towards creating a 
user-driven ecosystem to better match the demand and supply of open data. Previous studies have 
suggested ways to improve the use of open data (Olausson, 2016; Ruijer et al., 2017; Susha et al., 
2015), but more research is needed to understand the needs of different user types throughout the 
open data lifecycle1. Only then can appropriate governance and technical measures be implemented. 
 
1.2. Role of this deliverable in the ODECO project 
In this deliverable, we aim to address the first knowledge gap of ODECO, which is understanding the 
diverse needs of different types of users (Task 2.1). This will help us create a more user-driven open 
data ecosystem. At the ODECO project’s proposal stage, seven major categories of open data users 
were identified: non-specialist data users, government, intermediaries & companies, journalists, 
students, non-government organisations (NGOs), and artificial users. Hence, the proposed title of this 
deliverable is “Open data user needs: seven flavours”. These seven user types are then translated into 
nine ESRs in the project, looking into user types, with local and regional/central governments and 
intermediaries and companies being divided into four separate user types. Hence, the resulting nine 
types of open data users are studied in the current report. 
 
  

 
1 Open data lifecycle is “the process and practices around handling data, starting from its creation, through the provision of open 
data to its use by various parties” (Charalabidis et al., 2018b) 
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The structure of this report is as follows. Developing a user-driven open data ecosystem starts with 
identifying the needs of users to create value from open data. Chapter 2 elaborates upon the 
methodology to identify user needs and presents the agreed-upon research approach. The following 
chapters present the user needs of the user types according to the nine different contexts:  
• Chapter 3: Non-specialist data users (ESR1)  
• Chapter 4: Local government (ESR6)  
• Chapter 5: Journalists (ESR9)  
• Chapter 6: Students (ESR10)  
• Chapter 7: NGOs (ESR11)  
• Chapter 8: Central/regional government (ESR12)  
• Chapter 9: Companies (ESR13) 
• Chapter 10: Artificial users (ESR14)  
• Chapter 11: Open data intermediaries (ESR15) 
 
Chapter 12 concludes with a categorisation of user needs that brings our findings together. We close 
the report with a research agenda helpful for our ongoing research. However, in the first place, this 
report is the basis for developing technological and governance measures to satisfy user needs in Task 
2.2 and 2.3.  
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2. Methodology 
 
2.1. Identifying user needs 
The first challenge to answering the question of what the needs of open data users are is to define 
“open data users” and “user needs”. A user is anyone who interacts with a system to perform a task, 
regardless of their level of expertise or familiarity with the technology (Norman, 2013). One way to 
identify open data users is by grouping them according to characteristics they share, such as their 
purpose of open data use (e.g., aggregator, enabler, enricher, developer, end-user), the nature of the 
user (e.g., commercial, government, scientific, citizen), their capabilities (e.g., technical, creative, 
domain, business skills), their access to resources, and their network (van Loenen, 2018). However, 
even within these groups of similar characteristics, there may be differences in their open data needs 
(e.g., small/medium-sized companies versus large companies, citizens with data skills versus citizens 
without data skills) (van Loenen, 2018). These differences mean that the list of possible open data 
users is endless, hence identifying them and their needs is a challenging task. 
 
Now, after we have established how diverse open data users and their needs are, another layer of 
complexity is needed to conceptualise and operationalise “user needs”. Table 1 shows various 
definitions of “user needs” gathered from different fields. However, it may not be possible to produce 
a single definition of “user needs”, especially for a multidisciplinary research endeavour like ODECO. 
Nevertheless, it is useful to list common notions around “user needs”. From the sources in Table 1, 
user needs are often associated with (i) the user’s goals, values, and aspirations and their (ii) current 
problems and (iii) activities/tasks to achieve them within (iv) their context, space, or environment. 
 
Table 1: Several definitions of user needs 

Source  Definition  Field  
(Kujala et al., 2001) “difference between users’ goals and the present 

condition, which is manifested by user problems 
and possibilities, and the context of use, which 
includes the characteristics of the intended users, 
users’ present tasks and environment” 

Human-computer 
interaction 

(Kujala, 2002) “problems that hinder users in achieving their 
goals, or opportunities to improve the likelihood 
of users’ achieving their goals. An important 
factor affecting on user needs is the context of 
use” 

Human-computer 
interaction 

(Zickler et al., 2009) “person’s wants and necessities with respect to 
different aspects of independence” 

Assistive technology 

(Government of UK, 2017) “the needs that a user has of a service, and which 
that service must satisfy for the user to get the 
right outcome for them” 

Public administration 

(Government of Scotland, 
n.d.) 

“people’s goals, values, and aspirations. They are 
the things people need from a product or service 
to do something” 

Public administration 

(Tuunanen, 2021) “requirements that add value to the user (i.e., the 
reuser) of a license compliance tool” 

Open source 

(Heijs, 2022) “physiological, social or psychological states of 
the users of an object (e.g., of a building), or 
activities to reach those states, linked to the 
process of use of the object, that contribute to the 
physiological, social or psychological well-being 
of the users in the process of use” 

Built environment 
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Source  Definition  Field  
(Lee et al., 2022) “results of identifying people’s usability and user 

experience goals, by exploring the problem 
space, and investigating who the users are and 
their activities to see what can be improved” 

Human-computer 
interaction 

 
The notions gathered are also consistent with the four-layer model of human needs and aspirations 
by (Van Der Bijl Brouwer & Dorst, 2014). The four levels are (i) the solution level, which describes what 
people want or need; (ii) the scenario level, which describes how people want to interact with a 
solution in a specific context of use; and the (iii) goals and (iv) themes levels that together describe 
why people want or need a particular solution and scenario (goals describe what people want to 
achieve within the context of a certain design problem and themes describe the underlying needs and 
aspirations that can be analysed independently of the context). 
 
2.2. Research approach 
Guided by the notions of user needs from the literature, as described in the sub-section, we conduct 
literature reviews to identify user needs for these user types: non-specialist data users, local 
government, journalists, students, NGOs, central/regional government, companies, artificial users, and 
open data intermediaries.  
 
There are a couple of limitations worth mentioning. Firstly, while this report seeks to answer a single 
research question that is “What are the user needs of open data users?”, the diversity of users as well 
as interpretations of “user needs” means that it is not feasible nor necessary to gather and pay 
attention to only a single variable/indicator of user needs. In fact, the diverse lenses to capture “user 
needs”, inspired by different disciplines of ESRs, can serve as an exercise to learn from each other on 
what we miss by looking at “needs” through a certain lens.  
 
Secondly, the endless list of possible open data users and ways of grouping them also means that 
there are various ways of defining user types. In some instances, it is also more practical to scope 
certain user types narrowly to identify certain needs that may otherwise be overlooked if the user type 
is defined broadly, especially among disadvantaged users. It is also worth highlighting that the nine 
user types studied in ODECO are by no means an exhaustive list of user types. 
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3. Non-specialist users 
 
3.1. Introduction 
“Non-specialist users” are users who lack data skills that allow for the cleaning, formatting, analysis, 
and visualisation of datasets. However, even without these data skills, non-specialist users can 
contribute by bringing in “thick data” (Wang, 2016) or contextual knowledge about the domain being 
studied. Non-specialist users, therefore, fit the role of “user” in the sense that they can benefit from 
the value of certain open datasets but can also be “providers” when offering their observations and 
lived experience in the domain of the datasets. This knowledge is essential in order to contextualise 
the data and appropriately frame problems that open data can address. (boyd & Crawford, 2012) 
argue that “computer scientists and social scientists both have valuable perspectives to offer” when 
working with data and that it is unfair to set up hierarchies based on who possesses the most data 
skills.  
 
To bring the potential of open data to fruition, both specialists (developers) and non-specialists 
(domain experts) are needed, as the former can provide technical solutions to work with data, and the 
latter can help to contextualise datasets and insights resulting from the analysis. One environment in 
which specialist and non-specialist users can collaborate and bring their knowledge together is data 
hackathons (or datathons), which often involve the reuse of open datasets found online or brought in 
by partner organisations. These are events where attendees with different backgrounds can interact 
and collaborate in analysing datasets. The difference in background, skills, and knowledge of specialist 
and non-specialist users poses a challenge to their successful collaboration and to the fruitful reuse of 
open datasets. 
 
3.2. Method 
Hackathons typically involve technical users and a limited number of non-specialist users (Briscoe & 
Mulligan, 2014). Literature explicitly discussing the needs of non-specialist users is therefore limited, 
especially in the specific context of open data hackathons. As a result, we decided to analyse three 
cases of hackathons from the literature in which non-specialist users worked with open datasets. We 
review these cases, looking for the challenges to the engagement of non-specialist users, to discuss 
their needs. We selected cases that provide a detailed account of the hackathon event, and in which 
open data was used by participants. 
 
3.3. Results 
Case 1 - Issue-oriented hackathons (Lodato & DiSalvo, 2016) 
Lodato & DiSalvo (2016) describe two cases of issue-oriented hackathons in New York City in 2012: 
EcoHack3, which focused on environmental issues, and Hack//Meat, which focused on issues related 
to the meat industry. At these events, open datasets were introduced by partner organisations or by 
the participants themselves, who brought in data from public reports or from their professional 
backgrounds. When data was yet to be collected, participants created fake data points to imagine 
possible future visualisations. For example, the solutions presented at EcoHack3 used geographic, 
satellite data and data related to the wetlands. 
 
In discussing participants’ motivations to attend, Lodato & DiSalvo (2016) noted that participants are 
driven both by the social nature of these events and by their professional interests. One participant, 
for example, was interested in connecting with developers who could help her create basic data 
visualizations that would help her in a professional project. 
 
Lodato & DiSalvo (2016) do not provide a full account of the attendees’ background and of the group 
composition, as this was not the focus of the study. However, there seems to be a tendency for 
participants to gather based on their skill set. In Eco-Hack 3, participants formed groups based on 
their technical expertise and often worked separately. One group working on bike sharing split into 
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three subgroups, with the authors noting that “the split followed skill areas, where, for example, many 
of the designers, feeling excluded from the technical tasks, worked on information design” (Lodato & 
DiSalvo, 2016, p. 547). The result was a subgroup “composed primarily of self-identified nontechnical 
designers” (Lodato & DiSalvo, 2016, p. 551). A similar division based on skills was also observed at 
Hack//Meat, where the researcher joined a subgroup “composed of three other members, all of whom 
self-identified as developers” (Lodato & DiSalvo, 2016, p. 547). 
 
While we lack a full breakdown of each team’s composition, it seems that, unless specific group 
formation methods are used, hackathon participants tend to gravitate around other people with a 
similar skill set and avoid interaction with other groups. As a result, we identify the following user 
need presented in Table 2.  
 
Table 2: First identified non-specialist user need 

 User group  User need  
Need 1 Non-specialist Non-specialist users participating in open data hackathons or similar 

design engagements need team formation methods that allow for the 
mixing and interaction with specialist users 

 
Case 2 - Hacking with NPOs (Hou & Wang, 2017) 
Hou & Wang (2017) collected data from two “civic data hackathons” held in a Midwestern city in the 
U.S. in 2015 and 2016. NPOs often lack the internal resources to analyse their own data and realise its 
potential (ibid.). Data hackathons are one way in which NPOs can get access to data specialists who 
can help them answer questions by analysing both internal NPO data and open datasets (ibid.). NPOs 
participating in the two events analysed included local libraries, nature preservation groups, and 
organisations in the fields of education, literacy, and arts. 
 
Hou & Wang (2017) used surveys to analyse, among other things, the attendees’ data expertise and 
obtained a sample of 40 respondents (the same proportion of men and women). Almost half of the 
respondents reported having passing data knowledge, 10% reported “expert” knowledge, and 15% 
reported having no knowledge. Survey results showed that participants were mostly interested in 
practicing data skills (65%), learning new data skills (60%), helping non-profit organisations (60%), and 
networking with others (42.5%). However, we are missing a cross-tabulation between data expertise 
and motivation to attend, which would have provided better insights into the motivations of non-
specialist users. 
 
Organisers put in place a specific strategy to facilitate collaboration between NPOs and data 
volunteers. The strategy consisted in recruiting “client teams”, each assigned to a specific NPO, that 
would act as “brokers” between the NPO and the data volunteers. Specialist data users were present 
both in the client teams and data volunteer teams; Hou & Wang (2017) noted several interesting 
tensions in the interaction between specialist and non-specialist users. For example, non-specialist 
users chose data tools that they were not familiar with to learn how to use them. This is beneficial for 
individual learning but takes away from the goal of helping NPOs. On a similar note, specialist users 
spent significant time helping non-specialists in getting up to speed with data analysis tools, taking 
time away from actual data analysis work. Hou & Wang (2017) found that “good civic data hackathons 
should address the tensions between benefiting NPOs’ data-driven work and helping volunteers 
learning expectations”. Based on this case we define the need for an environment that facilitates 
learning opportunities for non-specialist users as shown in Table 3. 
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Table 3: Second identified non-specialist user need 
 User group  User need  
Need 2 Non-specialist Non-specialist users participating in open data hackathons or similar 

design engagements need the freedom and support to learn new data 
skills 

 
3.4. Conclusions 
Non-specialist users participating in open data hackathons or similar design engagements need team 
formation methods that allow for the mixing and interaction with specialist users. Moreover, they 
need the freedom and support to learn new data skills. The literature on open data sprint events 
(hackathons and similar) rarely provides a detailed account of the event structure and scaffolding. 
Future research should investigate in greater detail the needs of non-specialist users and how these 
needs can be addressed by different event structures and activities. 
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4. Local government 
 
4.1. Introduction 
Although local governments are often portrayed as open government data suppliers, the existing 
literature fails to understand their role across the open data processing cycle (Conradie & Choenni, 
2014; Dawes et al., 2016; Johnson, 2016; Kleiman et al., 2023); especially if we think of it through a 
value-creating open data ecosystem perspective (van Loenen et al., 2021). In many cases, local 
governments are the primary users of this data as they need government data to be open to run their 
public tasks, such as driving participation in policymaking, identifying societal needs, or improving the 
delivery and efficiency of public services (Abella et al., 2019; Foulonneau et al., 2014; Walravens et al., 
2021). Research conducted in the Netherlands demonstrated that how data is stored, obtained, and 
used varies in local government departments regarding policies and practices toward data release 
(Conradie & Choenni, 2014). Following the research approach of this report, we seek to better 
understand the local government’s role within the open data ecosystem by identifying local 
governments’ needs as open data users. In this section, we will refer to local governments’ efforts to 
use open government data as open data initiatives. 
 
4.2. Method 
We conducted a literature review on open government data initiatives and local governments’ needs 
to use open government data. Literature reviews are valuable for justifying research approaches, 
identifying gaps, and supporting theory development (Danson & Arshad, 2014). The review process 
involved defining the research question, developing a search strategy, and selecting relevant 
databases and keywords. The following bibliographic databases were searched to explore the 
literature in the field of OGD: Scopus Database; Web of Science; and EBSCOhost. The search for the 
studies was conducted from October 14th, 2022, to January 10th, 2023. Iterations of searches and 
screenings of paper titles with various combinations of keywords were conducted to ensure the 
identification of the maximum number of papers that meet the inclusion and exclusion criteria.  
 
After performing some initial searches to understand the domain, the following keywords were 
chosen: “social” OR “public”, AND “value” OR “benefit” OR “impact”, AND “local” OR “city” OR 
“municipal” OR “community”, AND “open government data.” Of 2568 records initially identified, 158 
were included after the search was narrowed down to only peer-reviewed records and where the 
keywords were mentioned in the abstract; 83 records were identified after duplicates were removed. 
Abstracts of these records were screened for eligibility, and 15 studies were selected for qualitative 
analysis. The study only includes primary research studies with empirical approaches published bet 
between 2018 and 2023. We used the four-layer model of human needs and aspirations (Van Der Bijl 
Brouwer & Dorst, 2014) a theoretical model to survey and analyse the studies. The results are 
presented in the following section. 
 
4.3. Results 
Following the theoretical approach, the following categories were analysed: solutions, scenarios, goals, 
and themes. After the analysis, four main themes were identified: (1) reliability and meaningfulness of 
data; (2) communication and coordination across and within open data systems, (3) data protection, 
representation, and validity; and (4) legal, technical, and operational adaptability and efficiency. These 
themes encapsulate the needs and aspirations of local governments concerning the use of open data. 
Table 4 presents the categorization of themes and the references included in each theme. Next, we 
present the descriptions for each of the identified themes. 
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Table 44: Needs categories of local governments concerning the use of open data and their 
respective sources. 

Category References Count  
Reliable and 
meaningful data 

(Gao & Janssen, 2022a; Golub & Lund, 2021; Milojevic-Dupont et al., 
2020; Najafabadi & Cronemberger, 2022; Runeson et al., 2021; 
Schrotter & Hürzeler, 2020; B. Wilson & Cong, 2021a; J. Zhang et al., 
2021)  

8 

Communication 
and coordination 
across and within 
open data systems 

(Gao & Janssen, 2020; Hlabano & Van Belle, 2019; Kassen, 2013; 
Meng & DiSalvo, 2018; Najafabadi & Cronemberger, 2022; Runeson 
et al., 2021; Schrotter & Hürzeler, 2020; B. Wilson & Cong, 2021; J. 
Zhang et al., 2021)  

9 

Legal, technical, 
and operational 
adaptability and 
efficiency 

(Cabitza et al., 2020; Cantador et al., 2020; Gao & Janssen, 2022; 
Golub & Lund, 2021; Hlabano & Van Belle, 2019; Jarke, 2021; Meng 
& DiSalvo, 2018; Najafabadi & Cronemberger, 2022; Runeson et al., 
2021; Schrotter & Hürzeler, 2020; B. Wilson & Cong, 2021; J. Zhang 
et al., 2021)  

12 

Data protection, 
representation, 
and validity 

(Cantador et al., 2020; Gao & Janssen, 2020; Golub & Lund, 2021; 
Hlabano & Van Belle, 2019; Jarke, 2021; Meng & DiSalvo, 2018; 
Milojevic-Dupont et al., 2020; Najafabadi & Cronemberger, 2022; 
Runeson et al., 2021; Schrotter & Hürzeler, 2020; B. Wilson & Cong, 
2021) 

11 

 
Reliable and meaningful data 
When local governments act as implementers of open data initiatives and are tasked to capture, 
publish, update, and aggregate data, they need to ensure reliable data, which means that the data 
being used need to be accurate, consistent, and integrated (Gao & Janssen, 2022; Milojevic-Dupont et 
al., 2020; Najafabadi & Cronemberger, 2022; Runeson et al., 2021; Schrotter & Hürzeler, 2020; B. 
Wilson & Cong, 2021; J. Zhang et al., 2021). For that to happen, one of the critical needs is having the 
capacity to capture data users’ input (B. Wilson & Cong, 2021; J. Zhang et al., 2021), which can also 
help governments to be informed about the needs and priorities of non-government users (B. Wilson 
& Cong, 2021). Some other consideration when publishing and updating data is the ability to keep the 
timeliness (Gao & Janssen, 2020), contextualise the data (J. Zhang et al., 2021), build large datasets, 
and enable bulk access (Runeson et al., 2021). Taking care of these aspects will enable the publication 
of meaningful data that can drive innovation for activities such as machine learning (Runeson et al., 
2021) or research (Najafabadi & Cronemberger, 2022). 
 
Communication and coordination across and within open data systems 
When local governments act as initiators of open data initiatives, they need proper communication 
and coordination so that the initiatives have the support and engagement of local businesses and 
communities and align standards, business rules, and architecture. These will enable data flow and 
drive innovation and value creation (Hlabano & Van Belle, 2019; Kassen, 2013; Najafabadi & 
Cronemberger, 2022; B. Wilson & Cong, 2021). It is also necessary to have the economic resources and 
the appropriate business models to drive the commitment of the different participants (Meng & 
DiSalvo, 2018; B. Wilson & Cong, 2021). Furthermore, local governments need to coordinate with 
other participants to ensure robust metadata and satisfy the increase in data demand, for example, 
when data is used for prediction models (Gao & Janssen, 2020; Runeson et al., 2021; Schrotter & 
Hürzeler, 2020; B. Wilson & Cong, 2021). Additionally, accessing end-users’ feedback is crucial for 
evaluating and prioritizing the data availability (B. Wilson & Cong, 2021). Finally, as implementers of 
open data initiatives, local governments need trust and coordination mechanisms so that they can 
prevent distrust and competition between public and private actors (Runeson et al., 2021; Schrotter & 
Hürzeler, 2020; J. Zhang et al., 2021).  
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Legal, technical, and operational adaptability and efficiency 
When local governments design open data initiatives, they need to increase legal, technical, and 
operational efficiency. Some of the considerations to achieve it are the awareness of digital literacy 
gaps (Jarke, 2021; Meng & DiSalvo, 2018) when designing open data solutions and having the legal 
and technical tools to be able to integrate different licensing frameworks (Hlabano & Van Belle, 2019; 
Runeson et al., 2021; Schrotter & Hürzeler, 2020; B. Wilson & Cong, 2021) and technologies (Gao & 
Janssen, 2022; B. Wilson & Cong, 2021; J. Zhang et al., 2021); for example, enabling the convergence 
of Building Information Modelling (BIM) and Geographic Information System (GIS) technologies 
(Runeson et al., 2021; Schrotter & Hürzeler, 2020). The technological considerations should also 
include upgrading tools and systems (Schrotter & Hürzeler, 2020; J. Zhang et al., 2021), which is 
necessary to cover the end-user demands. To have enough resources, they also need to sustain the 
interest of elected officials (Hlabano & Van Belle, 2019; Najafabadi & Cronemberger, 2022; B. Wilson 
& Cong, 2021). The operational considerations should address time efficiency by, for example, making 
data publishable through fewer steps (Najafabadi & Cronemberger, 2022) and having the training, 
specialised teams, and software so that they can automate processes (Gao & Janssen, 2022; B. Wilson 
& Cong, 2021; J. Zhang et al., 2021) and quickly identify insights primarily when the solutions use 
crowdsourcing as data collection method (Cabitza et al., 2020; Cantador et al., 2020; Golub & Lund, 
2021; Hlabano & Van Belle, 2019; B. Wilson & Cong, 2021). They also need to have enough employees 
to properly follow up on data requirements, evaluate and prioritise data provisions, and generate 
evidence of the impact of open data in policymaking (Gao & Janssen, 2022; B. Wilson & Cong, 2021). 
 
Data protection, representation, and validity 
When local governments act as initiators of open data initiatives, they need ethical representation and 
personal data protection mechanisms to prevent pre-existing software biases, potential mistreatment, 
and misinterpretation of the data (Najafabadi & Cronemberger, 2022). Data protection of personal 
data and validation of data is particularly important when initiatives include AI technologies to ensure 
minority groups can access the benefits of open data and prevent harm to individuals, such as social 
exclusion (Cantador et al., 2020; Gao & Janssen, 2020; Meng & DiSalvo, 2018; Runeson et al., 2021; B. 
Wilson & Cong, 2021). When local governments publish data, they also need to consider different 
contexts and languages to ensure the representation of local communities (Golub & Lund, 2021; Jarke, 
2021; Meng & DiSalvo, 2018; Milojevic-Dupont et al., 2020; Najafabadi & Cronemberger, 2022; 
Runeson et al., 2021; B. Wilson & Cong, 2021). The open-data solutions owned by local governments 
also need to consider biases in data results presentations, for which it is important to offer adaptable 
communication and visualisation tools (Cantador et al., 2020; Schrotter & Hürzeler, 2020). Finally, 
when evaluating the impact of open government initiatives, local governments want input from a 
diverse group of users, not only specialists such as developers, to include them in impact measures 
(Golub & Lund, 2021; Hlabano & Van Belle, 2019). 
 
4.4. Conclusions 
The results show that the roles and needs or desires that local governments can acquire within the 
open data processing cycle can vary according to the goals to be achieved and the context of the 
initiative. With this study, the understanding of the role of local municipalities is broadened. More 
than acting solely as a supplier within the open data ecosystem, local governments tend to act as re-
users as they are the initiators, promoters, coordinators, implementers, evaluators, and/or owners of 
the open data initiatives. According to the results, there are four themes that act as research directions 
to investigate how local government needs can be achieved: (1) reliability and meaningfulness of data, 
(2) communication and coordination across and within the open data systems, (3) data protection, 
representation, and validity, and (4) legal, technical, and operational adaptability, and efficiency. 
However, there is an opportunity to take more empirical approaches to create more accurate evidence 
and verify the results. Further research is needed to understand the links within the stages in the open 
data processing cycle, the roles of local governments, and the needs that arise. This study also has 
some limitations. The first one is related to the coverage of the study, as the scope of the literature 
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was narrow; what that means is that the number of studies included in the review is limited and does 
not consider a long period limiting the validity and generalizability of the results. Finally, more 
descriptive methods could also help to understand better the context in which local governments act 
from different roles; for example, by focusing on the domains of application or describing the maturity 
level of the open government data ecosystem in a particular context. 
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5. Data journalism 
 
5.1. Introduction 
The importance of data in journalism is becoming increasingly prominent over the years. There have 
been great steps in the adoption of data-related technologies in journalism since Philip Meyer 
established Computer-Assisted Reporting (CAR) in the 1960s (Gray et al., 2012). Since that time, the 
use of data in journalism has evolved, with the contemporary term defined as data journalism (Rogers, 
2008). This new trend has some significant differences from CAR. While CAR is focused on the 
collection and analysis of data, data journalism covers all the stages of the process, from the collection 
and the writing of the article to the visualisation of the data (Veglis & Bratsas, 2017). As journalism was 
evolving, there were also developments in the field of data. The beginning of the open data 
movement is considered the publication “On the Full and Open Exchange of scientific data” (On the 
Full and Open Exchange of Scientific Data, 1995) when the term open data was quoted for the first 
time. Since then, the open data movement has grown, and governments have started opening their 
data to increase transparency, accountability and innovation (Publications Office of the European 
Union, 2022). 
 
Open data movement and data journalism have the same objectives at heart. They both aim to 
increase transparency and accountability. As the open data movement provides more information, 
journalists can use them and not only increase transparency and accountability but also prove the 
value of open data. That creates a synergy that should be promoted as it is beneficial to our society. 
Therefore, it is important to identify the needs and requirements journalists must guide the policies 
and the technological intonation in the field of open data to our collective advantage. To discover 
these needs and requirements, a research question was formulated: What are the most significant user 
needs and requirements that are encountered in published papers? 
 
5.2. Methods 
The method used for the analysis of the literature and to identify the topics is a systematic literature 
review (SLR) (Okoli, 2015; Xiao & Watson, 2019). The initial results from the search for abstract and 
keywords in four scientific databases, IEEE Xplore, Web of Science, Science Direct, and Scopus, for user 
needs and requirements were not sufficient and, therefore, we broadened the research by removing 
the terms “User needs” and “user requirements” and we deducted them during the analysis of the 
papers. The keywords that were finally selected are divided into the two main focuses of the research, 
open data, and journalism. To identify the journalistic aspect of the publications, “Journalism”, 
“journalists”, and “journalist” have been used. Other keywords, such as “media” or “reporting”, were 
deemed unsuitable since the results were not related to journalism. 
 
For the open data, the term “Open government data” was also used along with “open data”, although 
it is a subset in the domain of open data. The reason for the use of it is that since the terms were 
quoted in the search, the databases were returning only exact matches. Therefore, during the use of 
the “open data” keyword, all the publications with the term “open government data” were not 
included. The goal of the inclusion and exclusion criteria is to ensure that only publications that are 
relevant to the topic of the research will be analysed. The criteria in this research are making sure that 
the main focus of the literature is the use of open data in journalism. 
 
For the SLR, four scientific databases were searched to discover publications that are relevant to the 
research questions. Based on the selected keywords, a query for each database was formed and after 
the use of the queries in the databases, 131 publications were extracted. The next step was to remove 
the duplicates that were 34 and to filter out the ones that were not in the English language. After the 
language filtering, we ended up with 82 publications, there were excluded eleven that were in Spanish, 
two in Portuguese, one in Turkish and one in French. 
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During the screening, based on the titles and the abstracts of the papers, the remaining exclusion 
criteria were applied to the 82 papers we ended up with 45. From the initial 82 papers, two records 
were excluded for not having access to them, five for not being research papers, and 30 for not being 
focused on open data or journalism. The next step was to identify the papers in which it was possible 
the identification of user needs and requirements, and the result was 36 publications. 
 
5.3. Results 
To organise the user needs that emerged from the analysis of the papers, we categorise them into 
four distinct steps. These steps are part of open data and data journalism life cycles. These life cycles 
are models describing the process of handling data from creation to consumption and are described 
in detail by open data (Charalabidis et al., 2018) and data journalism (Gray et al., 2012) experts. Four 
categories are Discoverability, Quality, Analysis and Communication. Although these categories were 
based on the life cycle of open data and data journalism, they were not enough to accommodate all 
the user needs that were discovered, so we had to add two more categories: Skills and Ethics. The 
skills incorporate the need for journalists to be accustomed to new technologies so they can 
effectively use open data sources. Ethics are about the need for assurance that the use of open data 
cannot harm the citizens. The research results are presented in detail below in the corresponding 
paragraph of each need. Table 5 presents the needs with their literature source and the number of 
times each need was encountered. 
 
Discoverability 
Most of the publications that mention the need for improved discoverability of data are technological 
tools that provide the functionality to explore datasets, but they can be split into two distinct 
categories with different needs. In the first category, they exist tools that are used for investigative 
journalism, these are designed to search data sets and topics (Böhm et al., 2010; Klímek et al., 2018; 
Paley et al., 2021). The second category is used for immediate journalism, which focuses on searching 
open data sources for new information as fast as possible (Gottron et al., 2015; Ocaña et al., 2021). 
Finally, two publications are about the difficulty journalists encounter in the discovery of open data 
(Bozsik et al., 2022; Martin et al., 2022). 
 
Quality 
There were also identified publications that mention the need for quality. There are cases where the 
need for better quality data is just mentioned vaguely (Porlezza & Splendore, 2019), but also more 
specific needs for quality are detected, like datasets that require cleaning or are missing data (Bozsik 
et al., 2022). Also, there are mentioned cases that do not have to do with the technical quality of the 
data, cases where the journalists do not trust the released data sets (Camaj et al., 2022) or they find 
them to be of low importance for their work (Faini & Palmirani, 2016). 
 
Analysis 
Interestingly, all the publications that mention the analysis of data are focused on the processing of 
big datasets. Of the five publications that are focused on data analysis, four advocate the use of 
technical tools to help journalists with their work (Andrews & Da Silva, 2013; Le Borgne et al., 2016; 
Sandoval-Martín & La-Rosa, 2018; Shehu et al., 2016). The fifth publication supports crowdsourcing 
and the use of games to make the public participate in the data analysis process (Handler & Ferrer 
Conill, 2016). From that finding, we identify a need for a way to handle large volumes of information. 
 
Communication  
The communication need is specialised since the topic of the research is journalism, and there is a 
great need for the users to be able to convey their findings in an interesting and understandable way 
for the public. In the publications, there is a great focus on visualisations and compelling storytelling. 
In many publications, the introduced need is to find a way to present complicated data in a form that 
can be easily understandable (Rind et al., 2016; Windhager et al., 2016). Another important need is for 
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compelling storytelling. Very interesting is the case of the NHS winter crisis (Lawson, 2022), where the 
published articles did not have the expected impact on the public although they were accompanied 
by extensive data, the main problem was that they were not accommodated by interesting personal 
stories. So, the outcome of the communications needs is not only the adoption of technological tools 
but also proper storytelling techniques that can elevate the published articles. 
 
Skills 
The lack of digital skills of journalists and their limitation in the use of the available open data sources 
is a theme that is mentioned in most of the literature. Although there are some publications that cover 
this skill deficiency in the overall process of journalism, from the collection of data for the publication 
of the articles and therefore are mentioned in a separate category of needs. In the literature, there 
were mentioned the cases of hackathons (Boyles, 2020) and the involvement of stakeholders (Kassen, 
2018a) from other professions to cover this lack of digital skills. On the other hand, there are 
presented cases of educational curriculums for journalists that are training them in data journalism 
and the use of open data (Radchenko & Sakoyan, 2016; Splendore et al., 2016). Furthermore, there are 
publications that cover specific topics in the skills that journalists need. There are especially mentions 
of the lack of data analysis skills (Baack, 2018; Gray et al., 2018; Ridgway, 2016) but also of low coding 
tools (Petricek, 2022) that are designed to bypass this problem. Finally, cases where the lack of digital 
skills is an impediment to the adoption of new technologies by journalists were encountered 
(Berntzen et al., 2019; Tabary et al., 2016). 
 
Ethics  
The ethical risk that was discovered is the possibility of de-anonymisation of the published data 
(Bozsik et al., 2022; Krotoski, 2012). Although the datasets used by journalists are anonymised as are 
all the open data datasets, the produced synthesis of them in a new dataset may lead to the possibility 
that individuals can be identified. Although any incident of de-anonymisation that could expose the 
identity of any individual has never occurred, it is a great fear for journalists. If an incident like that 
occurs, it can have severe consequences, especially when the data sets contain sensitive and personal 
data like health-related information. Therefore, there is a need for stronger anonymisation tools and 
techniques that journalists can use to avoid that risk. 
 
Table 55: Needs of journalists identified in the literature  

Category  Papers Count  
Discoverability (Böhm et al., 2010; Bozsik et al., 2022; Gottron et al., 2015; Klímek et al., 

2018; Martin et al., 2022; Ocaña et al., 2021; Paley et al., 2021) 
7 

Quality (Bozsik et al., 2022; Camaj et al., 2022; Porlezza & Splendore, 2019) 3 
Analysis (Andrews & Da Silva, 2013; Handler & Ferrer Conill, 2016; Le Borgne et 

al., 2016, 2016; Sandoval-Martín & La-Rosa, 2018) 
5 

Communication (Araújo, 2019; Brolcháin et al., 2017; Evéquoz & Castanheiro, 2019; 
Gupta et al., 2016; Lawson, 2022; Rind et al., 2016; Smith, 2016; 
Windhager et al., 2016) 

8 

Skills (Baack, 2018; Berntzen et al., 2019; Boyles, 2020; Gray et al., 2018; 
Kassen, 2018a; Petricek, 2022; Radchenko & Sakoyan, 2016; Ridgway, 
2016a; Splendore et al., 2016; Tabary et al., 2016) 

10 

Ethics (Bozsik et al., 2022; Krotoski, 2012) 2 
 
5.4. Conclusions 
In this research, there were identified six different user need categories, Discoverability, Quality, 
Analysis, Communication, Skills, and Ethics. The most prominent category is Skills since it covers the 
whole spectrum of the data journalism process. The category with the next mentions is 
Communication, which is interesting since it implies that the focus for the journalists is the 
presentation of the story and not the data themselves. Another interesting argument on the 
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Communication category is that journalists must acquire experience in this new type of reporting so 
they can combine visualisations with compelling storytelling. A special mention must be made for the 
Analysis since all the publications were focused on the need to be able to analyse big datasets. This is 
something that could be an interesting research question in the future. Additionally, we found that 
there was a fear that open data journalism could unwillingly expose the private information of citizens. 
 
Another interesting finding that was discovered during this research, and it is not related to the user 
needs, is that the lack of skills is an impediment to the adoption of new technologies and, therefore, 
new data sources by the journalists. This is a discovery that can be evolved into an interesting research 
topic since it will explain why data journalism is not so popular during a time when there is an 
abundance of available data sources. Finally, we should mention that this is ongoing research, and 
although some interesting findings have been detected, we must be cautious when drawing 
conclusions. The presented results are preliminary, and more analysis of the literature is needed. After 
that, interviews with experts in the field of journalism must be conducted. 
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6. Students 
 
6.1. Introduction 
Open Data Education is gaining relevance for straightening and training a literate community that can 
further benefit from Open Data (Cook et al., 2018). Therefore, the insertion of Open Data in 
educational systems becomes increasingly important in the Open Data movement. For example, the 
International Open Data Chapter suggests engaging with schools to ensure the inclusiveness of Open 
Data in society (International Open Data Charter, 2015). 
 
Although Open Data Education might help to stimulate bigger shifts towards Open Data ecosystems 
(van Loenen et al., 2021a), Open Data is normally created and released without considering its 
possible use for educational purposes (Coughlan, 2020). Open Data Education should consider the 
challenges faced by non-data experts such as students and teachers who participate in formal or 
hybrid (formal/informal) learning environments. For example, several researchers have highlighted 
that non-data expert users might face barriers associated with the complexity of handling the data 
and participation in the open-data process (Janssen et al., 2012). Uncovering the student’s needs 
might be the first step in a journey for enhancing the usage of Open Data as an educational resource. 
 
Open Data Education 
The novel field of Open Data Education has the potential of empowering students with digital skills 
and critical thinking through work directly with real facts (Celis Vargas & Magnussen, 2022). Open 
Data as an educational resource can contribute to create meaningful learning experiences by 
countering current flaws in educational systems such as the gap between classroom activities and 
real-life, and the lack of students and teachers’ motivation (Cook et al., 2018; Coughlan, 2020; Saddiqa, 
Rasmussen, et al., 2019; Wolff, Gooch, et al., 2016). Traditional educational models are criticised for 
their inability to develop essential skills required for civic engagement and the labour market (Elisa 
Raffaghelli, 2020; Saddiqa et al., 2021a). Literature in education suggests the need for promoting 
abilities to cope with new socio-cultural challenges and adapt to changes in technology, and a data-
driven society (Atenas et al., 2015; Coughlan, 2020; Wolff, Gooch, et al., 2016). 
 
Current experiments in Open Data Education involve students engaging with Open Data in several 
ways. Firstly, by directly using open datasets as resources for learning subjects such as geography, 
history or statistics in formal learning activities (Atenas et al., 2015; Coughlan, 2020). Secondly, by 
engaging in courses or curriculums where Open Data is the central topic of learning (Dermentzi et al., 
2022; Palova & Vejacka, 2022). Thirdly, using Open Data to understand local issues and create 
solutions in informal learning environments associated with local governments (Davis & Shneyer, 
2020). Differences between these three approaches are related to learning objectives and educational 
levels. 
 
6.2. Methods 
A literature review was conducted to uncover students’ needs in the field of Open Data Education. 
According to Grant & Booth (2009), the literature review method seeks to identify what has been 
accomplished, allowing for consolidation and for gaps identification. Uncovering students; needs in 
current literature allows building on previous work to pursue the research goal of developing tools 
and methods enhancing the usage of Open Data in elementary schools. 
 
Considering the Open Data and Education domains, keywords such as Open Data, Open Datasets, 
School, Classroom, and Educational resource were defined to conduct iterative searches in the 
SCOPUS database. Searches with various combinations of keywords were followed by the screening of 
titles and abstracts to identify relevant studies, such as articles, conference papers, and book chapters 
in the Open Data Education field. According to the research question: What are the student’s needs 
for using Open Data? initial searches considered words such as “needs” and “users”, however, the 
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results did not provide insight from a student’s perspective. Therefore, an abductive reasoning process 
was adopted to form hypotheses by discovering new concepts, ideas, or explanations (Rambaree, 
2018), allowing for inferring students’ needs. 
 
6.3. Results 
Students are non-expert data users. Therefore, their needs for successfully using Open Data in 
meaningful learning activities might be related to other non-specialist user groups, such as citizens. 
However, specific students’ needs consider learning objectives and educational levels. Students are 
people who engage in a formal learning activity. According to Beetham (2019), a learning activity 
involves other participants, such as teachers, a learning environment including tools, and learning 
outcomes. Allocating learners at the centre, the following figure provides an analysis framework for 
uncovering the students’ needs.  
 

 
Figure 1: Analysis framework based on Beetham’s Learning Activities Design Approach 

(Beetham, 2019) 
 
Needs related to the learning environment 
Learning environments might involve formal or informal settings and certain tools or artifacts which 
determine different level of interaction. 
 
• Interception of formal and informal learning environments: 

On the one hand, formal education is related to primary, elementary, high school, undergraduate 
programmes and masters and doctorates. Open Data Education is presented as part of the 
curriculum first, as a specific course, or as part of regular courses such as mathematics and 
geography, among others. On the other hand, informal education is framed in informal 
educational or learning environments such as libraries, profit or non-profit, grassroots, and public 
organisations, and research institutions. For example, Schools of Data initiatives are mainly 
embodied in courses for a broad public (Dander & Macgilchrist, 2022). There is a need to 
integrate different levels of formality. Formal/Informal education is related to local government or 
community-based initiatives aimed at increasing civic participation. Their implementation strategy 
focuses on students.  

• Concrete tools for students and educators: 
Students and educators face barriers such as the concept of Open Data being highly abstract and 
the need for customised hands-on open data collection, interpretation and exploitation activities 
(Atenas et al., 2015; Coughlan, 2020; Saddiqa et al., 2021a). Educators using Open Data as an 
educational resource have been facing problems such as finding the right datasets, processing 
data before giving it to students, and finding sources to ensure the openness of data (Coughlan, 
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2020). The literature shows the development of experiments on tools for countering barriers and 
supporting students in using Open Data. Firstly, the authors focused on identifying open datasets 
for school subjects such as maths, science, and geography through mining techniques, interfaces 
and online communities (Chicaiza et al., 2017; Saddiqa et al., 2021b; Vallejo-Figueroa et al., 2018). 
Secondly, the authors presented experiments with tools facilitating the use of Open Data in the 
classroom for the collection of own local data and data visualisation (Badioze Zaman et al., 2021; 
Prodromou, 2017; Saddiqa, Kirikova, et al., 2019). 

 
Needs related to other participants 
Most learning involves interaction with other participants. These other participants interact with the 
learners according to different kinds of learning, such as associative, constructive, or situated. 
 
• Connecting to actors in an Open Data Ecosystem: 

Students need an Open Data ecosystem which can connect them with data experts, real-world 
organisations, and other actors. For example, an Open Data Ecosystem might support students 
to connect to data and problem owners, provide teachers with proper tools to lead learning 
activities and help school administrators to define guidelines (Radchenko & Sakoyan, 2014; 
Selwyn et al., 2017). Furthermore, (Saddiqa et al., 2021a) suggest the importance of creating a 
community of educators and students to share their own datasets, experience and tools. 

 
Needs related to learning outcome 
A learning outcome might be seen as an identifiable change in the learner. It might differ according to 
different kinds of learning. 
 
• Engaging as active citizens in an Open Data ecosystem: 

Current literature elaborates on the relevance of Open Data, not just in providing information 
about reality but in giving input for transforming it. For example, Saddiqa, Rasmussen, et al. (2019) 
experimented with using local Open Data in the classroom, firstly, to help students understand 
real facts and, secondly, to come up with ideas to improve their communities. In a competency-
based education for active citizenship, students might adopt different roles from an ecosystem 
perspective, such as Open Data re-users or providers. However, they should be integrated.  

 
Needs related to the learning activity 
A learning activity determines the interaction between learners with other people, using certain tools 
and resources, oriented towards a specific outcome. 
 
• Developing skills and competencies for understanding and using Open Data: 

The appropriate skills should allow users not only to use, modify, and share available Open Data 
(Conradie & Choenni, 2014; Kassen, 2013; Prieto et al., 2012; Shadbolt et al., 2012) but also to 
understand what kind of perspectives it opens (Van Loenen et al., 2021). For example, Open Data 
users usually need to be familiar with dataset formats, statistics, text processing software, 
programming languages or interfaces (Ridgway, 2016b). These technical abilities are often 
associated with Data Literacy (Van Audenhove et al., 2020; Wolff, Cavero Montaner, et al., 2016). 
However, the openness of Open Data might need the consideration of skills and competencies, 
which some authors relate to 21st century skills (Romero et al., 2015). Furthermore, Saddiqa, 
Kirikova, et al. (2019) and Zapata & Santana (2015) elaborate on the importance of developing 
skills and competencies, such as the ability to understand local and global issues and critical and 
scientific thinking. 

 
• Engaging in meaningful learning experiences: 

Open Data was used to increase engagement and motivation among students by extending 
teaching outside the classroom. Activities such as engaging with local settings by collecting data 
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in real time or working with local data proved to increase students’ motivation. Furthermore, 
games and gamification helped to achieve this goal. For example, open data games helped to 
collect environmental data and to address local environmental matters in the classroom 
(Dickinson et al., 2015; Vargianniti & Karpouzis, 2020) (Dickinson et al., 2015; Siriaraya et al., 2018). 
Open data games motivated students to navigate their city, collect data and discuss their cultural 
heritage (Chiotaki & Karpouzis, 2020). 
 

6.4. Conclusions 
Open Data Education contributes to creating complex learning ecosystems where open data is 
blended with civic engagement (Elisa Raffaghelli, 2020). Open Data Literacy drives learning activities 
towards a higher engagement with real-world settings and real-world data. Which contributes to a 
competence-based education towards community capacity building (Jaskiewicz et al., 2019) and 
learners engaged in communities that can co-developed capabilities (Bertot et al., 2014). 
 
Future research is needed to gain deeper knowledge about the values, needs and motivations of 
students in more specific educational contexts. For example, computer science undergraduate 
students and elementary school students might have different motivations for using Open Data as an 
educational resource. Therefore, more specific needs might arise regarding the use of Open Data. 
 
In education, the successful integration and adoption of Open Data to solve real-world problems 
require not just defining the open data skills but also the tools and active learning methodologies 
(Romero et al., 2015; Wolff, Cavero Montaner, et al., 2016). 
 
Even though current literature in the field of Open Data education is little, the literature is 
exponentially increasing. Limitations of the current study are related to the novelty of the field. 
Furthermore, the literature presented the needs from the teacher’s perspective. Therefore, new studies 
and research methods might provide a deeper understanding of latent students’ needs. 

https://link.springer.com/article/10.1007/s11423-019-09706-y#ref-CR38
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7. Non-governmental organisations 
 
7.1. Introduction 
Non-governmental organisations (NGOs) and non-profit organisations (NPOs) are terms that are 
often used interchangeably in the literature (Chang, 2005), including open data-related research. The 
term NGO can include community-based organisations (CBOs) that serve a specific community in a 
local geographic area, national organisations that operate in developing countries, and international 
organisations that have headquarters in developed countries and operate in more than one 
developing country (Chang, 2005). Those organisations are described as non-profit with an elected 
board of directors and guided by a strategic plan developed in consultation with community 
stakeholders (Wilson et al., 2010). Hence, NPOs and NGOs are also used interchangeably in this report. 
Given the NGOs’ focus on societal issues and their resolution, they can positively impact society with 
the use of open data (Mendel, 2013). They are also well positioned to bridge the gap between public 
policy and its implementation through the involvement in public-private partnerships and the creation 
of space for the collaboration of other actors in an open data ecosystem (idem).  
 
NGOs and NPOs historically played a part in pushing for data openness, developing the open data 
research field, and resolving the practicalities of open data use. Especially because of the cost benefits 
of using open data, given their non-profit nature. For example, NPO Open Knowledge Foundation 
(OKF) was founded in 2004 in the UK, representing civil society and providing the infrastructure for 
open knowledge projects (van Loenen et al., 2018). OKF created their definition of openness about 
data and content with a first draft created in 2005, followed by improved versions of the definition, 
which was used as a standardised definition for different actors to use (Open Knowledge Foundation, 
n.d.). Given the role in society that NGOs and NPOs have, and their representation of the problems, 
interests, and values of various user groups, it is beneficial to understand their needs related to open 
data. Hence, the Research Question: What are the needs of non-governmental (non-profit) 
organisations related to the use of open data? 
 
7.2. Method 
We performed a systematic literature review to answer the research question. The review is conducted 
using the approach suggested by (Xiao & Watson, 2019b). The query string is: ("open data" OR “open 
government data") AND ("n-profit" OR "n-governmental" ). We collected 116 papers from two 
databases: Scopus and Web of Science. The initial papers were screened for duplicates, filtered to be 
in English language only, and filtered for the publication type such as book chapter, conference paper, 
and journal article. The filters used did not limit the year of publication. The selection criterion was the 
focus on NGOs or NPOs’ needs as a user of open data. After the screening and the evaluation using 
the eligibility criterion, only four articles were found to be relevant. This showed that there was a lack 
of literature on the topic. Thus, we conducted additional systematic literature reviews to inductively 
identify the needs of NGOs and NPOs based on the activities they perform and the barriers they face 
in relation to open data. 
 
NG(P)Os are often not investigated on their own but grouped together with other types of 
intermediaries, so they should not only be searched separately, even when they are outlined as one of 
the intermediary types included in the study. Therefore, while conducting a systematic literature 
review, some relevant literature may be excluded if the search is focused solely on NGOs and NPOs. 
Following such an approach, we did an additional search in the Scopus and Web of Science databases. 
A barriers-related query string was: (“open data” OR “open government data”) AND (barriers OR risks 
OR challenges OR impediments). Initially, 713 works were collected. The inclusion criterion for the 
works was that they focus on the open data barriers specific to the NGOs and NPOs as users. After the 
duplicate deletion and exclusion of the irrelevant or poor-quality articles, four relevant papers were 
found. 
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To investigate the activities performed by the NG(P)Os, a more general query string was used, 
focusing on intermediaries overall: ("open data" OR "open government data") AND ("infomediaries" 
OR "intermediaries" OR "citizen engagement" OR "civic engagement"). Initially, 255 works were 
collected from Scopus and the Web of Science. The inclusion criterion for the works was that they 
focus on the activities of NG(P)Os as open data intermediaries. After the evaluation, this search 
provided us with sixteen papers in total. Overall, based on three different searches, twenty-four papers 
were selected. 
 
7.3. Results 
After using thematic analysis to identify patterns and themes in the selected literature, five main 
categories of NG(P)Os’ needs as users were identified. First, Access and Findability related needs that 
the organisations have due to barriers they face when trying to reuse open data. Some of the data 
that NGOs and NPOs need is unpublished, or access to them is restricted (Chattapadhyay, 2014; 
Cranefield et al., 2014; Yoon & Copeland, 2020). (Erete et al., 2016) highlight the need for some NPOs 
to have a centralised data hub that would make it easier to look for the needed open data while also 
having many reliable data sources in one place. Moreover, the authors point out that to find certain 
datasets NPOs may rely on external actors’ advice (Erete et al., 2016; Yoon et al., 2018a). Another need 
is to have access to a dataset that would have different levels of data available for the analysis, for 
example, non-aggregated micro-level data (Erete et al., 2016; Yoon & Copeland, 2020). Often such 
data is not collected or only available in aggregated form (Yoon & Copeland, 2020). Several authors 
also point out the need to have existing and inclusive infrastructure for NPOs and NGOs to have 
better access to open data (Chattapadhyay, 2014; Yoon et al., 2018). Given that many NG(P)Os 
perform activities related to application development, data science, and information dissemination 
based on open data, they need to be able to find and access the data they require (Baack, 2015; 
Enaholo, 2017; Gonzalez-Zapata & Heeks, 2015; Hasselwander et al., 2022; Johnson & Greene, 2017a; 
Ricker et al., 2020; Sangiambut & Sieber, 2017; P. Thakuriah et al., 2017). 
 
Second, NGOs and NPOs have various Data and Technology related needs. The organisations may 
need a different format of open data available, where less data-literate employees might have issues 
working only with raw data, but more data-savvy ones might require working API (Erete et al., 2016). 
The less data-savvy organisations might also seek data visualisations available through open data 
portals or other intermediaries (Brugger, Fraefel, Riedl, Fehr, Schöneck, et al., 2016; Erete et al., 2016; 
Saxena & Muhammad, 2018; Yoon et al., 2018a). There is also a need to tackle open data usability 
issues that NG(P)Os can face (Cranefield et al., 2014). Open data and their metadata should be 
complete, should not have missing data (Chattapadhyay, 2014; Saxena & Muhammad, 2018), and 
should be cleaned, reformatted, and checked for sensitive information (Hou & Wang, 2017). As many 
NG(P)Os perform activities related to application development and data science, they need to have 
usable open data and access to technology to work with open data (Baack, 2015; Enaholo, 2017a; 
Gonzalez-Zapata & Heeks, 2015; Hasselwander et al., 2022; Johnson & Greene, 2017a; Ricker et al., 
2020; Sangiambut & Sieber, 2017; P. Thakuriah et al., 2017). 
 
Third, we identified the need of NGOs and NPOs to have Skills or access to an external actor with the 
necessary skills to analyse open data. (Erete et al., 2016), (Hou & Wang, 2017), and (Yoon & Copeland, 
2020) highlight the lack of resources in NPOs that they can allocate towards gaining skills or hiring an 
additional skilled employee for open data use and analysis. While technical skills are important for 
NGOs to perform activities related to data and technology, they are also important for open data 
training that some organisations provide to other intermediaries (Baack, 2015; Enaholo, 2017; Gasco-
Hernandez et al., 2018; Gonzalez-Zapata & Heeks, 2015; Kassen, 2017b, 2017a, 2019; Ricker et al., 
2020; Santos-Hermosa et al., 2023; P. Thakuriah et al., 2017; Yoon et al., 2018; Yoon & Copeland, 
2020). The ability to analyse the open data is also important for NPOs to be able to evaluate their 
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programmes and measure the outcomes both for internal decisions and funding accountability (Yoon 
et al., 2018). 
 
Fourth, from the activities performed by the NG(P)Os we can see that there is a need for 
Communication channels between the organisations and other actors such as open data providers, 
users, and other intermediaries. (Chattapadhyay, 2014a) writes that to understand and respond to the 
data needs of the NGOs, it is important to have a line for the direct interactions between them and 
open data providers. One of the kind of activities NPOs perform is organisational, meaning they 
organise events like conferences and hackathons, connect users to provide feedback to the open data 
providers, and start campaigns to open the data (Enaholo, 2017; Gonzalez-Zapata & Heeks, 2015; 
Heimstädt et al., 2014; Kassen, 2017b, 2017a, 2018b, 2019). To conduct these activities, the 
organisations need to establish connections with different actors to communicate with them, bring 
them together, and gather and provide feedback related to open data. 
 
Fifth, there is a need for NG(P)Os to have clear Regulations related to open data. Especially when it 
comes to licensing standards and possible privacy concerns, the NGOs require regulations that can 
make it easier for them to avoid possible complications (Chattapadhyay, 2014; Cranefield et al., 2014). 
It is also beneficial for NGOs to have regulations that require open data providers to provide open 
data according to certain standards and have feedback channels to take the needs of NGOs into 
account (Chattapadhyay, 2014; Cranefield et al., 2014). Table 6 presents all categories of the NG(P)Os’ 
needs with the respective sources from the systematic literature reviews. 
 
Table 6: Needs categories of the NG(P)Os and their respective sources. 

Needs’ categories  Sources  
Access and Findability Chattapadhyay, 2014; Cranefield et al., 2014; Yoon & Copeland, 2020; 

Erete et al., 2016; Yoon et al., 2018; Baack, 2015; Enaholo, 2017; Gonzalez-
Zapata & Heeks, 2015; Hasselwander et al., 2022; Johnson & Greene, 2017; 
Ricker et al., 2020; Sangiambut & Sieber, 2017; P. Thakuriah et al., 2017 

Data and Technology Brugger et al., 2016; Erete et al., 2016; Saxena & Muhammad, 2018; Yoon 
et al., 2018; Cranefield et al., 2014; Chattapadhyay, 2014; Hou & Wang, 
2017; Baack, 2015; Enaholo, 2017; Gonzalez-Zapata & Heeks, 2015; 
Hasselwander et al., 2022; Johnson & Greene, 2017; Ricker et al., 2020; 
Sangiambut & Sieber, 2017; P. Thakuriah et al., 2017 

Skills Erete et al., 2016; Hou & Wang, 2017; Yoon & Copeland, 2020; Baack, 2015; 
Enaholo, 2017; Gasco-Hernandez et al., 2018; Gonzalez-Zapata & Heeks, 
2015; Kassen, 2017b, 2017a, 2019; Ricker et al., 2020; Santos-Hermosa et 
al., 2023; P. Thakuriah et al., 2017; Yoon et al., 2018 

Communication Chattapadhyay, 2014; Enaholo, 2017; Gonzalez-Zapata & Heeks, 2015; 
Heimstädt et al., 2014; Kassen, 2017b, 2017a, 2018, 2019 

Regulations Cranefield et al., 2014; Chattapadhyay, 2014 
 
7.4. Conclusions 
There are five categories of needs that NGOs and NPOs have that we found in the literature from 
looking into their needs, barriers, and activities: 1) Access and Findability, 2) Data and Technology, 3) 
Skills, 4) Communication, and 5) Regulations. As NG(P)Os are not a homogenous group, the needs 
may differ depending on the individual, organisational issues, or goals, as some may have more 
resources or specific priorities, which make certain needs less prominent. Moreover, it should be 
considered that there is a lack of literature that focuses solely on NGOs and NPOs and their needs. 
Thus, these findings should be seen as non-exhaustive, and the context of a specific NG(P)O should be 
considered when looking into its needs. 
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8. Central/regional government 
 
8.1. Introduction 
The open movement has considered open data a benign phenomenon from the outset (Bates, 2012; 
Kitchin, 2021; Longo, 2011; Safarov et al., 2017). However, over the last years, a growing body of 
literature has pointed out that the distribution of the benefits of open data is uneven, with some users 
more capable than others of exploiting their potential (Bates, 2012; Kitchin, 2021). As the use and 
provision of data by governments increase, they are suspected of having mixed or negative effects on 
social equity (Ruijer et al., 2022). Developed primarily in the North American public administration 
tradition, social equity is considered the fourth core public value informing governmental activities, 
along with efficiency, effectiveness, and economy (Cepiku & Mastrodascio, 2021; Frederickson, 2021). 
Amid different definitions, social equity can be defined as a multi-dimensional concept that embeds 
fair and just treatment, justice, and equal and equitable distribution of benefits to the members of 
society (Cepiku & Mastrodascio, 2021). Social equity differentiates itself from equality. While equality 
means that people should be treated equally, social equity puts the emphasis on fairness and 
promotes deviation from “even” distributions of benefits to achieving a just society (Ruijer et al., 2022). 
Governments should strive for social equity in policy design and policy implementation through equal 
access, procedural fairness, quality of service provision and equal outcomes (Ruijer et al., 2022).  
 
While recent investigations connected the topic of social equity with data-driven service provisions 
(Ruijer et al., 2022), contributions to social equity and open data are not named in the literature. As 
such, the needs of users from disadvantaged groups are not investigated by the literature on open 
data in the context of governmental activities. With the aim of addressing the lack of analysis of 
disadvantaged groups’ user needs, this contribution will answer the following research question: What 
are the needs of a user of open data from a social equity and governmental perspective? 
 
8.2. Method  
In this contribution, we performed a systematic literature review conducted with the PRISMA (the 
Preferred Reporting Items for Systematic Reviews and Meta-Analyses) process. As a widely adopted 
systematic review and meta-analysis protocol, PRISMA is used to improve transparency in systematic 
reviews through a pre-defined and reproducible methodology for the identification of literature 
(Liberati et al., 2009). Following the PRISMA methodology, we first searched the Scopus and Web of 
Science (WoS) databases with a predefined set of keywords. Keywords were developed with the aim of 
obtaining a broad range of articles, and their definition was based on the exam of those used in other 
systematic reviews on social equity in data-drive public service provision (Ruijer et al., 2022) and on 
social equity in public service (Cepiku & Mastrodascio, 2021).  
 
The following keywords were used in the database searches: ("Open Data") AND (“Justice” OR “Social 
equit*” OR “Equit*” OR “Equal*” OR “Inclusion” OR “Divid*” OR “Disparit*” OR “Bias*” OR “Fairness”). 
 
The search process was concluded on the 16th of February 2023 and led to the identification of 
N=1575 records. The initial number of records was screened for duplicates, language (only articles 
written in English language were accepted), publication type (only peer-reviewed articles), and 
relevance (only studies related to social equity and open data). Despite the extensive search, after the 
screening and the eligibility criteria, only twenty-one articles were considered relevant. The analysis of 
the articles was performed in two steps. We first deductively coded the articles, with the aim of 
identifying ‘”user needs”’ from disadvantaged groups. The second step involved the identification of 
patterns and themes through thematic analysis. The findings presented in this contribution are part of 
a larger continuing study on social equity and open data. The results of the literature review’s 
conclusions will be supported and corroborated by empirical data. 
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8.3. Descriptive results of the literature review 
The literature on open data and social equity refers to the needs of marginalised users in a variety of 
ways. We present here recurring themes extracted from the literature that problematize the needs of 
users (or potential users) of open data from a social equity perspective. 
 
In general, data literacy, presented in some cases as associated with digital equity, is mentioned in 
different studies (Shibuya et al., 2022; B. Wilson & Chakraborty, 2019; B. Wilson & Cong, 2021a; S. 
Zhang, 2022) with some authors considering the concept as outdated and to be absorbed by the one 
of digital inequality (Bezuidenhout et al., 2017). Concerns over data quality (Fernández-Ardèvol & 
Rosales, 2022; Ossom-Williamson et al., 2021), access to data (Overby et al., 2022), and data 
availability (Jarke, 2019; Schwoerer, 2022) are also present in different studies. Some authors suggest 
strategies for data governance (Fusi et al., 2022; Walter et al., 2021), as in the case of the indigenous 
population, and more specifically, how to address the lack of institutional capacity at the local level 
(Svärd, 2018; Zuiderwijk et al., 2018). According to Table 7, the literature tends to devote higher 
attention to the local level, intended as municipalities and smart cities. The literature also presents 
intermediaries, such as University libraries, and contexts of open data and open access use, as in the 
case of laboratories. 
 
Table 77: Concepts associated with the user needs of disadvantaged groups 

Concepts associated with user needs  Source  Level of government  
Data literacy, digital literacy, and digital 
equity 

(Shibuya et al., 2022; Wilson & 
Chakraborty, 2019; Wilson & 
Cong, 2021; Zhang, 2022) 

Local government 
(Shibuya et al., 2022; 
Wilson & Chakraborty, 
2019; Wilson & Cong, 
2021) N.A. (i.e., University 
library in Zhang, 2022) 

Digital divide (Ghose & Appel, 2016; Lee et 
al., 2023; Zhang, 2022) 
(Bezuidenhout et al., 2017) 

Local government (Lee et 
al., 2023) 
N.A. (University libraries in 
Ghose & Appel, 2016; 
Zhang, 2022) N.A. 
(Laboratories in Low and 
Middle Income Countries, 
LMIC) 

Data availability (Jarke, 2019; Schwoerer, 2022) Local government 
Data divide (Fusi et al., 2022) Central government 
Data quality (Fernández-Ardèvol & Rosales, 

2022; Ossom-Williamson et al., 
2021) 

Supra-national 
governance (Fernández-
Ardèvol & Rosales, 2022) 
Local and Central 
Government (Ossom-
Williamson et al., 2021) 

Access to data (Overby et al., 2022) State/Province 
government 

Data governance (Fusi et al., 2022; Walter et al., 
2021) 

Central government 

Uneven access to data across territories (Svärd, 2018; Zuiderwijk et al., 
2018) 

Local government 

 
8.4. Main findings 
This section aims at articulating how user needs for marginalised user groups are presented in the 
literature under different themes. 
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Data literacy, digital literacy, and digital equity 
Different authors refer to barriers for users and potential users of open data as being the result of the 
lack of data literacy (Shibuya et al., 2022; Wilson & Chakraborty, 2019; Wilson & Cong, 2021; Zhang, 
2022). Open government data, including spatial data, are used more by literate users, which often 
include governmental staff, businesses, and journalists (Shibuya et al., 2022; Zhang, 2022), whereas 
other users are left behind (Wilson & Cong, 2021). Indeed, not all users possess the same data literacy, 
and governments should invest in building data literacy and digital equity (Wilson & Cong, 2021). 
Digital equity captures what is needed for actors to participate in and through open government data 
and is composed of both the acquisition of the necessary skills (defined as digital literacy) and 
technologies (Wilson & Cong, 2021). 
 
In their investigation of the effects of open data on citizens’ behaviour during the Covid-19 outbreak, 
Shibuya et al. (2022) conclude that information sharing through open data did not have an equal 
impact on all citizens. Indeed, citizens with high digital literacy were more used to making decisions 
based on data even before the pandemic” (p. 6). The authors, therefore, suggest that open data 
research focuses on understanding the needs for information of all citizens. 
 
While open data presents opportunities, a more active role of different actors is invoked to fill the 
data literacy gap. Zhang (2022) focuses on equitable approaches to teaching spatial literacy, 
considered to promote the engagement of the public and as a key to people’s empowerment. Author 
also discusses the implication of teaching spatial data literacy in relation to themes focused on equity. 
By such an approach, it is possible to link geospatial data to relevant issues and reach the public's 
engagement. 
 
Wilson and Chakraborty (2019) investigate civic technology as a field that deploys open data with the 
aim of giving visibility to problems not addressed by governments through collaboration. While many 
factors are described as key to the success of civic technologies initiatives, digital literacy is reckoned 
as a challenge for untapping the potential of these forms of collaboration. Authors also put an 
emphasis on transitioning to a new form of “just” planning leveraging on open data. However, this 
transition requires additional data skills for planners to allow them to consider open data in their 
activities.  
 
Overall, the different contributions to digital literacy, data literacy, and digital equity call for 
addressing user needs through training and technology provided to different actors (e.g., citizens or 
planners) by different providers (i.e., governments or libraries as data intermediaries). 
 
Digital divide 
Access to data is uneven and is limited by digital divide (Ghose & Appel, 2016; Lee et al., 2023). Ghose 
& Appel (2016) research participation in geospatial data and the role of university libraries as viable 
options for intermediating access to open data for less privileged groups. Indeed, the digital divide 
prevents users and potential users from accessing the appropriate and relevant geospatial data. The 
digital divide is further exacerbated by imbalances in power that lead to the development of 
infrastructures, actors’ collaboration, and policies in a way that does not satisfy the needs of 
disadvantaged and marginalised groups (Ghose & Appel, 2016). The same groups cannot reap the 
benefits of open data as access to relevant datasets in the geospatial domain implies, in some cases, 
negotiating power and skills.  
 
Lee et al. (2023) focus on smart cities and present, among others, the case of the City of Portland, in 
which the local government took actions to bridge the digital divide that resulted from decades of 
marginalisation through actions targeted primarily at marginalised areas keeping as priority 
community engagement to solve the most pressing problems that characterise underserved areas The 
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“open and people-first approach to digital transformation” (p. 88) was channelled through an Open 
Data Resolution specifically aimed at participation and reuse from data by citizens. 
 
According to Bezuidenhout et al. (2017), the digital divide is an obsolete concept to which we should 
prefer “digital inequality”. The focus of digital inequality is access intended as both a social and 
technological issue. With the adoption of a broader definition of the digital divide, it is possible to 
understand and solve the variety of reasons that prevent the reuse of data, and that includes a 
“complex mixture of social, psychological, economic and pragmatic reasons” (Selwyn 2004: 348, as 
cited by Bezuidenhout et al.). 
 
Data availability 
Schwoerer (2022) investigates citizens’ user needs in local governments and finds out that data 
availability is a major issue. The information needs of citizens are different from those of other actors, 
and, as already pointed out by previous studies (Ojo et al. 2018), open datasets concerning specific 
policy areas such as health and environment are considered more relevant. Local governments are not 
only providers of data but also “catalysts of “hidden” demand for open data” of different user groups. 
Issues regarding data availability are identified also by Jarke (2019). Approaches based on co-creation 
through open data should deal with different citizens’ information needs. Indeed, open data that 
citizens consider relevant cannot be available, and therefore, data collection and data creation should 
come first as priorities. To this end, collaborations with different data owners should be envisaged to 
meet the open data availability gap. 
 
Data divide 
Fusi et al. (2022) investigates open government data for environmental justice and argues that 
governments should be responsible for filling the data divide that prevents the participation of 
disadvantaged groups (in this case, vulnerable population) in policymaking. The unprivileged socio-
economic background of some groups of citizens limits the opportunities for accessing data and 
creates phenomena of data divide. Governments need to consider differences in access and treat it as 
an important equity issue. Also, the focus on “technical” features of data, such as “machine readability, 
quantity and granularity”, widens these gaps by giving a competitive advantage in the use of open 
data to actors who are already empowered and skilful.  
 
Data quality 
According to Fernández-Ardèvol & Rosales (2022), data use and reuse need to consider the potential 
biases of secondary datasets, intended as datasets that were created for different purposes. Data 
quality assessment, indeed, does not ensure that data are bias-free and, more specifically, that data 
adequately reflect the existence and the characteristics of different user groups, such as minorities or 
social groups on which data are not collected. The definition of data quality is “socially constructed” 
and, therefore, it is important to acknowledge and consider that open data that meet existing 
standards might not satisfy user needs. Also, the issue of data quality should be seen in connection 
with the lack of data skills. Users might lack critical approaches towards data and, therefore, they 
might not be able to recognize that data are not objective and that they can embed limitations. 
 
Legal, political, and organisational barriers for data access 
Overby et al. (2022) investigate legal, political, and organisational barriers to data accessibility. 
Analysing the case of a conservation easement and land records in the United States, the Authors find 
out that concerns over privacy, as well as political and organisational barriers, prevent wide access and 
participation of citizens in environmental governance through open data. Barriers to access prevent a 
“just” environmental governance, and it is suggested that governments strive for equitable data access 
to facilitate the participation of diverse groups and satisfy societal needs. 
 
  



D2.1 Open data user needs: seven flavours 
 

34 

Data governance 
Governance through new data principles might emphasise collective ownership, control, and self-
determination, as well as the needs of marginalised groups. One leading example is the one of the 
CARE (Collective benefit, Authority to control, Responsibility, Ethics) principles, proposed as a remedy 
for the flaws of the FAIR (Findable, Accessible, Interoperable, Reusable) principles (Walter et al., 2021). 
Indeed, the FAIR principles, developed in the Western tradition, do not reflect, or consider the needs 
of disadvantaged groups. For this reason, the RDA International Indigenous Data Sovereignty Interest 
Group developed the CARE principles (Walter et al., 2021). These new data principles can be a source 
of inspiration for developing more inclusive data governance in other contexts, such as in 
environmental justice and open data governance, as suggested by Fusi et al. (2022). 
 
Uneven access across territories 
Access to data for users might be uneven across different territories. In practice, some local 
governments might share more data than others. Focusing on governmental user needs at the local 
level in relation to the implementation of the PSI Directive, Svärd (2018) contends that financial 
constraints impede the adoption of open data-sharing practices. As a result, the availability of data 
changes across municipalities, and this might result in inequities of access. 
 
For other authors (Zuiderwijk et al., 2018), while budget constraints might play a role, differences in 
open data uptake at the local level can also result from uneven motivations among municipalities for 
adopting them. Therefore, at the central/national level, policies need to consider differences that 
might arise in relation to the adoption of open data policies. 
 
8.5. Conclusions 
In the review of the literature on open data and social equity, we identified a variety of user needs that 
are connected to the disadvantaged groups that encompass: 1) Data literacy, digital literacy, and 
digital equity, 2) Digital divide and Digital inequality, 3) Data availability, 4) Data Divide, 5) Data 
Quality, 6) Legal, political, and organisational barriers for data access, 7) Data Governance, 8) Uneven 
access across territories. The identified user needs do not always involve governments as users of 
open data but rather as mediators of the demand for open data (data availability), providers of 
training or funding for training (data literacy, digital literacy, and digital equity) or “guarantors” of data 
quality and absence of biases in data. Also, the focus of the literature is on local governments, with 
fewer contributions about regional and central governments. Overall, the literature on open data and 
social equity, while not systematically discussing implications for marginalised groups in relation to 
the use of open data, suggests different avenues for further research. 
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9. Companies 
 
9.1. Introduction 
Open Data (OD) refers to data that can be accessed and shared without restriction. OD is 
revolutionizing how businesses operate in the modern digital age. Many companies are adopting OD 
initiatives to stimulate innovation, enhance decision-making, and uncover latent market potential 
(Hammell et al., 2012). As organizations become increasingly data-driven, it is essential that they 
comprehend and effectively align their requirements. This section examines companies’ indispensable 
requirements for open data. We will consider both the benefits and obstacles associated with its 
implementation. 
 
To make informed decisions, companies require access to high-quality, reliable open data sources 
(Zuiderwijk et al., 2015). The significance of data quality cannot be overstated, as inaccurate 
information can result in wrong strategies and wasted resources. For instance, energy companies can 
use open data on solar radiation and wind patterns to identify optimal locations for renewable energy 
projects, ensuring reliable energy generation. On the other hand, waste management companies can 
use open data on population density, waste generation rates, and traffic patterns to optimize waste 
collection routes, thereby increasing efficiency and decreasing environmental impact. 
 
Accessibility and the seamless integration of diverse datasets are essential user requirements for 
businesses (Väyrynen et al., 2017). Companies require user-friendly (accessible) interfaces on open 
data platforms that enable them to search, filter, and download data with minimal effort. In addition, 
interoperability between diverse datasets is essential, as organizations frequently need to combine 
and analyze multiple data sources to derive insightful conclusions. OD on public transit routes, 
schedules, and ridership can help transportation agencies and companies optimize public 
transportation systems, improve service coverage, and enhance the commuter experience. 
 
Businesses have diverse and specific data requirements depending on their industry, market, and 
goals. Therefore, companies require OD platforms that offer customization and adaptability regarding 
data formats, frequency, and granularity. This customization allows companies to tailor the data to 
their specific requirements and gain insights related to their business area. For example, businesses in 
the energy sector can leverage open data on energy consumption patterns to identify high-demand 
areas, enabling them to develop targeted energy efficiency programs and optimize grid operations. 
The utilization of open data about traffic flow, road conditions, and accidents can be advantageous for 
transportation companies in implementing efficient traffic management tactics, optimizing signal 
timings, and mitigating congestion. 
 
OD can help companies in their decision-making processes. They can make educated judgments with 
the availability of comprehensive data, which lowers uncertainty and minimizes risks (Zuiderwijk et al., 
2015). For example, transportation authorities can use open data on traffic flow, road conditions, and 
accidents to implement effective traffic management strategies, optimizing signal timings and 
reducing congestion. In addition, OD fosters innovation by providing businesses with insightful 
information that can disclose new market opportunities, trends, and growth areas. Energy companies 
can use open data on energy consumption patterns to identify high-demand areas, enabling them to 
develop targeted energy efficiency programs and optimize grid operations. 
 
Challenges associated with the adoption of OD should also be mentioned. The massive quantity of 
accessible data can be overwhelming for businesses, making it difficult to identify and prioritize the 
most pertinent information for their purposes. Companies can overcome this obstacle, however, by 
focusing on specific open data sources relevant to their initiatives. There may also be data quality 
concerns, as open data sources may contain errors or inconsistencies. Companies can mitigate this 
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difficulty and ensure the veracity of the information they use by thoroughly evaluating and validating 
their data sources. 
 
9.2. Method 
The present study employed a two-fold approach comprising a comprehensive literature review and a 
thorough analysis of practical applications. A comprehensive literature review was conducted to 
investigate the impact of OD on business operations. The task necessitated the examination of 
academic literature, technical documents, and analytical studies pertaining to open data endeavours. 
The literature was meticulously selected to guarantee its pertinence and reliability, furnishing a 
comprehensive outlook on the ramifications of open data in various sectors. 
 
After the literature review, we examined various scenarios that showcase the pragmatic application of 
OD in the process of making business decisions. The instances were carefully chosen from diverse 
sectors, such as energy, waste management, and transportation, to demonstrate a variety of 
situations. The purpose of these examples is to demonstrate how enterprises can effectively employ 
open data to fulfil their unique needs while highlighting potential challenges that may arise. Through 
the integration of these two stages, a comprehensive understanding of the open data business user 
requirements was achieved. The methodology employed in this study incorporated theoretical and 
practical perspectives derived from relevant literature and real-world applications. 
 
9.3. Results 
Following the literature review and the applications analysis, the following needs were identified. 
1. Access to high-quality and reliable OD sources: Companies need accurate and reliable data to 

make good choices and avoid wrong strategies. They need trustworthy sources of OD relevant to 
their business area. 

2. Integration and accessibility of diverse datasets: Companies must have access to user-friendly 
interfaces, and datasets must be interoperable between them. They require access to open data 
platforms that facilitate data discovery, refinement, and download. By combining and analysing 
data from different sources, companies can gain important insights that would not otherwise be 
possible. 

3. Customization and adaptability of data platforms: Different industries, markets, and business goals 
have different and unique data needs. They need OD tools that let them change the style, 
frequency, and level of detail of the data. This availability lets them change the info to fit their 
needs and learn more about the situation. 

4. Availability of data: Companies can take better decisions when they have all the needed 
information. OD platforms should give companies access to a wide range of data sources to get 
the needed information. 

5. Data quality assurance: Companies need to know that their OD sources are of good quality. They 
need ways to check and confirm the data sources to ensure they are correct, reliable, and 
consistent. 

6. Overwhelming amount of data: There are vast amounts of data companies can access. They need 
ways to find and rank the most important information for their goals. This problem can be solved 
by focusing on specific OD sources that are useful for their projects. 

7. Data quality: OD sources may have errors or be inconsistent. Concerns about data quality need to 
be dealt with by companies by carefully examining and confirming their data sources. Truthful 
data helps ensure the decision-making process. 

8. Support: For companies to use OD effectively, they need help and direction. They need access to 
tools, expertise, and help, to maximize the benefits OD brings to the business.  

 
9.4. Conclusions 
In conclusion, open data has the potential to significantly revolutionise how organisations conduct 
their daily operations whilst providing a range of benefits, including improved decision-making 
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abilities, lower costs, and the potential to stimulate innovation. The effective implementation of open 
data initiatives requires careful consideration of various factors such as data quality, accessibility, 
customisation, security, and support requirements for enterprise users. It would, in turn, promote 
informed decision-making, enhance operational processes, and promote a sustainable and effective 
future for organisations. The utilisation of open data poses certain obstacles; nevertheless, businesses 
that effectively overcome these challenges can attain a competitive edge. 
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10.  Artificial Users 
 
10.1.  Introduction 
The open data ecosystem holds significant importance in the current digital age and serves as a 
crucial resource for a diverse range of users (Runeson et al., 2021). In recent times, there has been a 
notable surge in the significance of artificial users. In the context of open data, "artificial users" refers 
to entities that utilize open data for consumption, analysis, learning, and informed decision-making 
processes (Helm et al., 2020). The category of artificial users encompasses entities such as artificial 
intelligence (AI), machine learning, and bots (Nikitas et al., 2020). 
 
Artificial users are integral components of various contemporary systems, including but not limited to 
recommendation engines, search algorithms, and data analytics tools (Kosala & Blockeel, 2000). In our 
technology-centric society, they play a crucial role as the foundation of numerous routine functions, 
ranging from tailored suggestions on digital interfaces to anticipatory analysis in domains such as 
finance, healthcare, and transportation, among others. 
 
Despite the extensive research conducted to understand the requirements of human users in open 
data ecosystems, the specific needs of artificial users have not been given equal importance. The 
development of synthetic users necessitates a distinctive methodology owing to their diverse needs. 
Accurate identification and comprehensive understanding of particular requirements are essential for 
enhancing the efficiency of artificial users and maximizing their potential in open data ecosystems 
(Janssen et al., 2020). 
 
The subsequent segment will examine the needs of artificial users in the domain of open data. The 
objective of this research is to offer significant perspectives and direction to experts who are involved 
in the management of open data and artificial intelligence. A comprehensive evaluation of the 
prerequisites and their probable consequences on open data systems will be executed to attain this 
objective. The main aim is to facilitate the establishment of open data eco-systems customized to 
meet synthetic users' needs, thereby enhancing their effectiveness and influence on our data-driven 
society (Welle Donker & van Loenen, 2017).  
 
10.2. Method  
We employed a rigorous research methodology to gain a comprehensive understanding of the 
requisites of synthetic users in the domain of open data. The initial methodology employed 
encompassed a thorough review of relevant literature and an examination of established practices 
within the domains of artificial intelligence and open data ecosystems. This enabled us to acquire a 
comprehensive perspective and identify shortcomings in the current understanding of the 
requirements of artificial users. 
 
During the second phase of our methodology, our primary objective was to develop and implement 
an analytical framework to assess the distinct requirements of synthetic users from diverse viewpoints. 
A thorough examination was carried out on diverse categories of synthetic users, encompassing both 
artificial intelligence (AI) systems and software bots. Furthermore, we assessed various scenarios in 
which these users engage with open data. 
 
Concurrently, we conducted a study which evaluated various state of the art algorithms such as BERT, 
RAKE, YAKE, TEXTRANK, and CHATGPT, with a focus on their performance comparison (Campos et al., 
2020; Hu et al., 2018; Qian et al., 2021; Song et al., 2023). Furthermore, a new hybrid methodology 
referred to as BRYT was introduced and integrated into the comparative analysis. The methodology 
employed in this study focuses on the extraction of pertinent metadata from datasets to assist 
artificial users, as illustrated in Figure 2. The algorithms' effectiveness was assessed based on their 
ability to pull out important keywords from the dataset's descriptions. This is a key factor in improving 
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data access and discoverability for automated users. The efficiency of the algorithms was evaluated 
based on their ability to extract important keywords from the dataset's descriptions. This is a key 
factor in improving accessibility and discoverability for automated users. 
 

 
Figure 2: BRYT Keyword Extraction 

 
10.3.  Results  
Our findings highlighted several important requirements for artificial users pertaining to open data.  
 
Firstly, our research stressed the need for reliable and consistent data for artificial users. This is 
because these organizations depend on precise, thorough, pertinent, and timely data to function. 
Inaccurate results may be produced if the data sources are faulty, or the data formats are inconsistent. 
Secondly, our study demonstrated how important it is for data to be accessible and discoverable in 
the open data ecosystem. Artificial users should be able to explore data systems with ease and find 
pertinent facts in a sea of information. 
 
Thirdly, we noted the need for standardization and compatibility. This calls for data standardization 
since it is necessary for data from many sources to be readily combined and used together. 
Furthermore, it is essential for artificial users to have access to real-time or frequently updated 
material given the quickly changing nature of information nowadays. We also emphasized the need of 
strong privacy and security safeguards and the significance of upholding ethical principles while using 
data. 
 
Lastly, the outcomes of our suggested technique, BRYT, in terms of our keyword extraction algorithms 
were promising. When it came to collecting representative keywords from the dataset's descriptions, it 
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consistently outperformed other examined approaches. This is a crucial aspect of improving data 
findability. 
 
10.4.  Conclusions 
In conclusion, this research sheds vital light on the unique needs of artificial users in the context of 
open data, underlining the necessity to cater to these requirements for maximizing the effectiveness 
of these entities. The findings reveal that factors such as data quality, accessibility, interoperability, 
real-time updates, and ethical considerations are of paramount importance. Furthermore, our 
proposed methodology, BRYT, shows promising potential in enhancing data findability, a critical need 
for artificial users.  
 
This research, however, is just the beginning. As the field of AI continues to evolve, it's crucial to 
continue exploring the needs of artificial users and refine our strategies accordingly. The focus should 
be on creating open data ecosystems that are tailored to the needs of artificial users, thereby fostering 
a digital environment where artificial and human users can coexist and thrive. 
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11.  Open data intermediaries 
 
11.1.  Introduction 
There are socio-technical barriers to the meaningful use of open data, such as a lack of knowledge 
about the data, ambiguity surrounding data licenses, and a lack of the necessary software to process 
data. Open data intermediaries play an important role in addressing these challenges (Davies & 
Edwards, 2012). They are defined as “third-party actors who provide specialized resources and 
capabilities to (i) enhance the supply, flow, and/or use of open data and/or (ii) strengthen the 
relationships among various open data stakeholders” (Shaharudin et al., 2023). Understanding the 
needs of open data intermediaries is necessary to ensure that they can play their role more effectively 
and contribute to a sustainable open data ecosystem. 
 
11.2.  Method 
A systematic literature review was conducted to better understand who indeed open data 
intermediaries are by looking into their types of actors, tasks, and objectives (Shaharudin et al., 2023)2. 
From the types of actors, tasks, and objectives of open data intermediaries gathered, their needs were 
inductively identified. Additionally, the same literature pool in (Shaharudin et al., 2023) was utilised to 
capture challenges faced by open data intermediaries, which are also useful in the identification of the 
needs. To complement the findings from the literature, an interview with a representative of an open 
data intermediary, Esri Nederland, which is one of the partners of ODECO, was also conducted. 
 
11.3. Results 
From the literature, various types of actors of open data intermediaries were identified (Table 8). While 
most of them are users of open data, some of them advocate for or facilitate access to open data. 
They are not necessarily organizations – some of them are individuals such as entrepreneurs, 
individual developers, and researchers.  
 
Table 8: Types of actors of open data intermediaries (Shaharudin et al., 2023) 

Type of actor  Sources 

Civil society 
organizations (CSOs) 

(Mayer-Schönberger & Zappia, 2011), (Cañares, 2014), (González-Zapata 
& Heeks, 2015), (Brugger, Fraefel, Riedl, Fehr, Schöeneck, et al., 2016), 
(Germano et al., 2016) 

Entrepreneurs/ 
businesses 

(Cañares, 2014), (Janssen & Zuiderwijk, 2014), (Germano et al., 2016), 
(Andrason & van Schalkwyk, 2017), (Glassey, 2017) 

Media (Cañares, 2014), (Baack, 2015b), (Brugger, Fraefel, Riedl, Fehr, Schöeneck, 
et al., 2016), (Meng, 2016), (Johnson & Greene, 2017) 

Public organizations (Janssen & Zuiderwijk, 2014), (Chan et al., 2016), (Johnson & Greene, 
2017), (Robinson & Mather, 2017), (Kim, 2018) 

Researchers (Meng, 2016), (Johnson & Greene, 2017b), (Park & Gil-Garcia, 2017), 
(Corbett et al., 2018), (Kim, 2018) 

Multi-partner (Hielkema & Hongisto, 2013), (Meijer & Potjer, 2018) 
 
Open data intermediaries do a wide range of tasks (Table 9) at various stages of the open data 
lifecycle, deploying various types (Shaharudin et al., 2023). Typically, multiple tasks are needed for 
them to serve their functions. Most of the tasks entail active processing of open data, such as 
collecting, augmenting, contextualizing, visualizing data, and developing products and services with 
open data. However, some tasks do not necessarily require them to actively process open data, for 
example, building data capacity, facilitating stakeholders’ interactions, and channelling feedback. 

 
2This systematic literature review has been published as a research article in a peer-reviewed journal 
whose objective is to propose a common definition of open data intermediaries. 
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Table 9: Tasks of open data intermediaries (Shaharudin et al., 2023) 
Task  Source  
Compile data (Dumpawar, 2015), (González-Zapata & Heeks, 2015), (van Schalkwyk et 

al., 2015), (Chan et al., 2016), (Meng, 2016) 
Build data capacity (Davies & Edwards, 2012), (da Silva Craveiro & Albano, 2017), (Enaholo, 

2017), (Maail, 2017), (Robinson & Mather, 2017) 
Augment data (Davies & Edwards, 2012c), (Dumpawar, 2015), (Andrason & van 

Schalkwyk, 2017), (Young & Verhulst, 2017), (Corbett et al., 2018) 
Contextualize data (Dumpawar, 2015), (González-Zapata & Heeks, 2015), (Brugger, Fraefel, 

Riedl, Fehr, Schöeneck, et al., 2016), (Meng, 2016), (da Silva Craveiro & 
Albano, 2017) 

Curate data (Davies & Edwards, 2012c), (Dumpawar, 2015), (Chan et al., 2016), 
(Andrason & van Schalkwyk, 2017), (den Haan, 2018) 

Develop products and 
services 

(González-Zapata & Heeks, 2015), (Chan et al., 2016), (Meng, 2016), 
(Andrason & van Schalkwyk, 2017), (Corbett et al., 2018) 

Interpret data (Dumpawar, 2015), (van Schalkwyk et al., 2015), (Meng, 2016), (Enaholo, 
2017b), (Corbett et al., 2018) 

Validate data (Dumpawar, 2015), (González-Zapata & Heeks, 2015), (Corbett et al., 
2018), (den Haan, 2018), (Kim, 2018) 

Demand open data (González-Zapata & Heeks, 2015), (Enaholo, 2017b), (Corbett et al., 2018), 
(Kim, 2018), (Meng et al., 2019) 

Visualize data (Dumpawar, 2015), (Brugger, Fraefel, Riedl, Fehr, Schöeneck, et al., 2016), 
(Meng, 2016), (Enaholo, 2017b), (den Haan, 2018) 

Facilitate stakeholders’ 
interactions 

(Juell-Skielse et al., 2014), (Dumpawar, 2015), (Chan et al., 2016), (Meng, 
2016), (den Haan, 2018) 

Channel feedback (Chan et al., 2016), (Enaholo, 2017b), (den Haan, 2018), (Hablé, 2019), 
(Navalkha, 2021) 

Improve technical 
openness of data 

(Meng, 2016), (Maail, 2017), (den Haan, 2018), (Meng et al., 2019), 
(Navalkha, 2021) 

Identify risks of opening 
data 

(Davies & Edwards, 2012) 

 
There are several objectives that open data intermediaries set to achieve (Table 10). These objectives 
can generally be grouped into two: (i) to enhance the supply, flow, and/or use of open data; and (ii) to 
strengthen the relationships among various open data stakeholders (Shaharudin et al., 2023). 
 
Table 1010: Objectives of open data intermediaries (Shaharudin et al., 2023) 

Objective Source (non-exhaustive)  
Facilitate use (Chattapadhyay, 2014), (Maail, 2017), (Robinson & Mather, 

2017), (P. (Vonu) Thakuriah et al., 2017), (Yoon et al., 2018) 
Increase the accessibility to open data (Chattapadhyay, 2014), (Baack, 2015), (Meng, 2016), (van 

Schalkwyk et al., 2016), (Enaholo, 2017b) 
Close the feedback loop (Hielkema & Hongisto, 2013), (Frank & Waddell, 2014), 

(Meng, 2016), (Enaholo, 2017), (Maail, 2017) 
Provide services to citizens (Davies & Edwards, 2012), (Frank & Waddell, 2014), 

(Andrason & van Schalkwyk, 2017), (Glassey, 2017), 
(Sangiambut & Sieber, 2017b) 

Bring stakeholders together (Mayer-Schönberger & Zappia, 2011), (Hielkema & 
Hongisto, 2013), (Juell-Skielse et al., 2014), (Andrason & van 
Schalkwyk, 2017), (Maail, 2017) 
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Objective Source (non-exhaustive)  
Enhance trust between stakeholders (Andrason & van Schalkwyk, 2017), (Johnson & Greene, 

2017b) (Maail, 2017), (Kim, 2018) 
Improve open data practices (Maail, 2017), (Park & Gil-Garcia, 2017), (Meng et al., 2019) 

 
Studies on the challenges faced by open data intermediaries are limited (Table 11). The challenges are 
based on the types of actors, tasks, and objectives of the open data intermediaries. For example, 
(Enaholo & Dina, 2020) found the lack of data competencies as the main challenge faced by 
journalists in Nigeria as they are from traditional media of which data competencies were not 
necessarily expected. Meanwhile, for businesses that act as open data intermediaries since their 
inception, data competencies are less likely a challenge, but designing products for the less digitally 
savvy end-users is (Andrason & van Schalkwyk, 2017). 
 
Table 1111: Challenges faced by open data intermediaries 

Challenge Source  
Cost of product deployment (Andrason & van Schalkwyk, 2017) 
Data competencies (Enaholo & Dina, 2020) 
Data quality (Dumpawar, 2015) 
Designing products for less digitally savvy users (Andrason & van Schalkwyk, 2017) 

 
From the types of actors, tasks, objectives, and challenges of open data intermediaries gathered, their 
needs were inductively identified (Table 12).  
 
Table 1212: Needs of open data intermediaries 

Needs  Note  
Adequate funding and 
sustainable business 
model 

Open data intermediaries include several non-profit groups, namely, 
civil society organizations, public organizations, and researchers. These 
groups mostly rely on sponsorship to conduct their work. Meanwhile, 
businesses need sustainable business models to continue working with 
open data. Cost of product deployment, financial sustainability, and 
competition to hire skilled staff are indeed some of the challenges found 
in the literature (Andrason & van Schalkwyk, 2017; Flores, 2020). 

Timely, consistent, and 
high-quality data 

Since most of the tasks of open data intermediaries involve the 
processing of open data (see Table 8), they rely on timely and high-
quality data. Data quality is identified as one of the challenges faced by 
open data intermediaries (Dumpawar, 2015). Based on an interview with 
Esri Nederland, timeliness and consistency are also an issue as some 
data is irregularly updated and the format is not consistent over time. 

Data skills As not all open data intermediaries are data-oriented from the start 
(e.g., some CSOs, media, and researchers), data skills training for them 
is necessary. This is consistent with the finding by (Enaholo & Dina, 
2020) citing data competencies as one of the challenges faced by 
journalists acting as open data intermediaries. 

Domain-specific 
knowledge support 

Some objectives of open data intermediaries, such as providing services 
to citizens and closing the feedback loop, require domain-specific 
knowledge. Challenges of designing products for less digitally savvy 
users and scepticism of end-users (Andrason & van Schalkwyk, 2017) 
are related to the lack of domain-specific knowledge. While some open 
data intermediaries may already have domain-specific knowledge in-
house, some may need to hire people with this knowledge or form 
collaborations with external parties that have this knowledge. 
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Needs  Note  
Domain-specific data 
standards 

Related to data quality and domain-specific knowledge is domain-
specific data standards. The interview with Esri Nederland revealed that 
in some domains/industries (e.g., gas industry), the data standards are 
not mature yet resulting in different data standards by different data 
providers within the same industry/domain. This makes it difficult for 
open data intermediaries to compile the data. 

Knowledge of ethical data 
practices and impacts 

Ethical concerns are one of the challenges faced by open data 
intermediaries. For example, (Dumpawar, 2015) found out that certain 
products by open data intermediaries unfairly benefit certain 
communities over others. Thus, the ethical considerations that need to 
be considered by open data intermediaries go beyond how to process 
data ethically (e.g., protecting privacy), to include how to ensure the 
data-based products do not negatively impact certain communities. 
Besides, certain tasks by open data intermediaries such as 
contextualizing data and curating data entail them putting meaning to 
the data of which (implicit) bias may be imposed if not careful. 

Reliable infrastructure In the case of developing countries, such as Ghana (Andrason & van 
Schalkwyk, 2017), open data intermediaries encountered basic 
infrastructure issues such as reliable access to the Internet. Nevertheless, 
infrastructure also includes services such as continuous and 
uninterrupted access to data providers’ application programming 
interface (API), which is also a concern in developed countries. 

 
11.4.  Conclusions 
By gathering the types of actors, tasks, objectives, and challenges of open data intermediaries from 
the literature and conducting an interview with Esri Nederland, seven needs of open data 
intermediaries were identified: (i) adequate funding and sustainable business model, (ii) timely, 
consistent, and high-quality data, (iii) data skills training, (iv) domain-specific knowledge support, (v) 
domain-specific data standards, (vi) knowledge of ethical data practices and impacts, and (vii) reliable 
infrastructure. In general, the needs are related to finance, data, skills & knowledge, and infrastructure. 
Since open data intermediaries are a diverse group, some needs are more relevant to certain open 
data intermediaries than others. 
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12.  Discussion and Conclusions 
 
In this section, we present conclusions about the research question: What are the user needs of open 
data users? considering the open data user groups which were explored in previous chapters. First, we 
present general conclusions, and a categorization of user needs which summarizes the results and 
reflect on the work undertaken. Then we present the main limitations of the study, and finally, in the 
last section, we set out a research agenda. 
 
Through identifying user needs, we could also identify some interconnections between the different 
user groups, which might contribute to increased circularity and inclusivity in an open data ecosystem. 
Figure 3 provides an example of these interconnections and possible shared user needs. On one side, 
students might immerse in a bigger group of non-specialist users. Meanwhile, in non-homogeneous 
user groups such as Government, Intermediaries, and Companies, and NG(P)Os, some of the actors 
might be non-specialists or Content Experts, as quoted in the second chapter of this report. Finally, 
Journalists might position in interceptions between non-specialist users, Intermediaries and 
Companies, and NG(P)Os. Nevertheless, by considering these interconnections, it is possible to 
recognise different degrees of literacy that could be addressed by the interaction of several user 
groups between non-specialised and specialised actors in the OD ecosystem. Furthermore, bridges 
between user groups within an ecosystem perspective might help to address shared needs. For 
example, the strengths of a group can help to solve the needs of another group, such as the case of 
artificial users supporting the non-specialised user’s need for findability or discoverability of data. 
Although these seven user groups were analysed for this report and ongoing research is aimed at 
improving our understanding of them, the results helped to recognise the complexity and variety of 
user groups and types, which might vary according to task, roles, and the specific context in an open 
data ecosystem.  
 

 
 

Figure 3: Interconnection between user groups according to shared needs. 
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Overall, the literature highlights those roles, needs as well as desires change over time. In some cases, 
as per the local governments, the roles and needs or desires that they can acquire within the lifecycle 
of opening data can vary according to the goals to be achieved and the context of data use. The 
identified user needs do not always involve central and regional governments as users of open data 
but rather as mediators of the demand for open data (data availability), providers of training or 
funding for training (data literacy, digital literacy, and digital equity) or “guarantors” of data quality 
and absence of biases in data. As NG(P)Os are not a homogeneous group, their needs may differ 
depending on the individual organisational issues or goals, as some may have more resources or 
specific priorities, which make certain needs less prominent. The same considerations apply to open 
data intermediaries that constitute a diverse group, and, therefore, some needs are more relevant to 
certain open data intermediaries than others. Nevertheless, we attempt to group together general 
user needs. 
 
12.1.  Categorization of user needs 
In this report, we conducted a literature review to identify user needs for a variety of user contexts that 
included: non-specialist data users, local government, journalists, students, NGOs, central/regional 
government, companies, artificial users, and open data intermediaries. Although the list of nine user 
types is not exhaustive, with this approach, we attempted to investigate the needs of an open data 
ecosystem in a comprehensive way by including actors who have been neglected by previous 
research, such as disadvantaged and marginalized groups. Drawing on the different strands of 
literature presented in the previous chapters, we can identify differences and similarities among the 
needs of the users of open data. The commonalities in the multidisciplinary analysis allow for a broad 
categorization of user needs under the following themes. 
 
Literacy 
The literature highlights the importance for open data users of acquiring a broad range of skills. Non-
specialist users participating in hackathons need formation methods for mixing and interacting with 
specialist users, as well as freedom and support to learn new data skills. NGOs need to have skills or 
access to external actors with the necessary skills to analyse open data. Skills acquisition, together with 
ethics, is needed by Journalists and amounts to the most prominent category of their needs, since it 
covers the whole spectrum of the data journalism process. Students need to develop skills and 
competencies for understanding and using open data. The skills and competencies needed by 
students are usually associated with data literacy and might also go beyond to include 21st century 
skills or the ability to understand local and global issues, and critical and scientific thinking. Data 
literacy and digital literacy are also needed to allow the participation of all users, including 
disadvantaged groups, as found out by the literature on Government (Central/Regional). Indeed, not 
all users possess the same data literacy, and governments should invest in building data literacy and 
digital equity. Digital equity captures what is needed for actors to participate in and through open 
government data and is composed of both the acquisition of the necessary skills (defined as digital 
literacy) and technologies. Finally, data skills are also needed by Open data intermediaries, who might 
not be data-oriented from the beginning (e.g., some CSOs, media, and researchers). Data skills 
training is, therefore, necessary for them. 
 
Access to data, availability, and findability 
The needed open data are not always accessible, available, and findable. Access to data might be 
uneven across different territories. Therefore, citizens might be impacted by the levels of resources or 
willingness to adopt and make available open data of their governments. The need for data access has 
two dimensions with reference to local governments. First, reliable data is required for which metadata 
is crucial for establishing and operating open government data. Second, some groups of citizens can 
be excluded, with a lack of representation of data and participation from specific groups. Availability 
of data is also a major need as the information needs of citizens are different from those of other 
actors. NGOs face barriers to data access, with some data unpublished or not fully accessible due to 
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restrictions. In addition, NGOs need to rely on external actors’ advice for finding data. Artificial users 
can help extract metadata from datasets, making them more discoverable and searchable. As data 
continues to grow and become more complex, the development of efficient metadata extraction 
techniques is considered paramount in improving the accessibility and usability of this data. 
 
Quality 
Data quality can be considered more generally as the need for better quality data, as in the case of 
Journalists, or more specifically, as the need for timely, consistent, and reliable data, as per the 
literature on open data intermediaries. Needs for data quality at the governmental level put the 
emphasis also on representativeness, data protection and validity. Data quality standards do not 
always ensure that data are bias-free and, more specifically, that data adequately reflect the existence 
and the characteristics of different user groups, such as minorities or social groups on which data are 
not collected. The definition of data quality is “socially constructed” and, therefore, it is important to 
acknowledge and consider that open data that meet existing standards might not satisfy user needs. 
Also, the issue of data quality should be seen in connection with the lack of data skills of certain user 
groups. Users might lack critical skills towards data and, therefore, they might not be able to recognise 
that data are not objective and that they can embed some limitations. 
 
Data infrastructure 
Open data users need a reliable data infrastructure. Research on local governments highlighted 
various issues related to IT Technical Infrastructure and operational data infrastructure, such as the 
need for technical support, specialised software, and training for utilizing open data, automating the 
publication and maintenance of data, the need for evolutionary development, and the socio-political 
barriers to integrating diverse. The data infrastructure also affects Open data intermediaries who 
encounter basic infrastructure issues such as reliable access to the Internet, as well as continuous and 
uninterrupted access to data providers’ application programming interface (API), which is also a 
concern in developed countries and, more generally, for even users' participation to the open data 
ecosystem.  
 
Funding 
Open data users need adequate funding. Open data intermediaries include several non-profit groups, 
namely, civil society organisations, public organisations, and researchers. These groups mostly rely on 
sponsorship to conduct their work. Meanwhile, businesses need sustainable business models to 
continue working with open data. Cost of product deployment, financial sustainability, and 
competition to hire skilled staff are indeed some of the challenges found in the literature. Local 
governments also need to have the economic resources and the appropriate business models to drive 
the commitment of the different participants. 
 
Data ethics 
Open data raise ethics concerns and the need for knowledge of ethical data practices and impacts, as 
highlighted by the literature on journalists. In the case of open data intermediaries, ethical 
considerations that need to be considered by open data intermediaries go beyond how to process 
data ethically (e.g., protecting privacy) to include how to ensure the data-based products do not 
negatively impact certain communities. 
 
Regulation  
NGOs need clear regulations related to open data, with specific reference to licensing standards and 
privacy concerns. At the Governmental level, concerns over privacy, as well as political and 
organisational barriers, prevent wide access and participation of citizens in environmental governance 
through open data. Barriers to access prevent a “just” environmental governance, and it is suggested 
that governments strive for equitable data access to facilitate the participation of diverse groups and 
satisfy societal needs. 
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Governance and coordination  
The literature on Governments suggests that governance through new data principles might 
emphasise collective ownership, control, and self-determination, as well as the needs of marginalised 
groups. One leading example is one of the CARE (Collective benefit, Authority to control, 
Responsibility, Ethics) principles, proposed as a remedy for the flaws of the FAIR (Findable, Accessible, 
Interoperable, Reusable) principles. New data principles can be a source of inspiration for developing 
more inclusive data governance in other contexts, such as in environmental justice and open data 
governance. Furthermore, there is a need for coordination. Local governments, as implementers of 
open data initiatives, need trust and coordination mechanisms so that they can prevent distrust and 
competition between public and private actors.  
 
Communication  
Communication is referenced as a need with different meanings. NGOs need communication channels 
to connect with other actors, such as open data providers, users, and other intermediaries who can 
help satisfy their needs. For Journalists, communication is directed towards their audience (the public), 
and, as such, they need to be able to present complicated data in a form that can be easily 
understandable through visualization and, most importantly, storytelling. 
 
When local governments act as the initiators of open data initiatives, they need proper 
communication and coordination so that open data initiatives have the support and engagement of 
local businesses and communities and align standards, business rules, and architecture. 
Communication is paramount to enable data flow and drive innovation and value-creation.  
 
Even though categories of needs were identified as transversal to user groups, a deeper knowledge of 
different contexts of use can lead to more specific needs. For example, “the need for concrete tools for 
students and educators”, “the need for meaningful learning experiences” (students), “the need for 
connecting to Open Data Ecosystems (students)”, “domain-specific knowledge support” and “domain-
specific data standards”, as in the case of open data intermediaries. 
 
12.2.  Limitations 
It is important to review some limitations of the report. The most important limitation of the study lies 
in the fact that literature on open data do not always directly engage with the concept of user needs. 
Therefore, challenges faced by users are often derived from the tasks, impediments, barriers, and 
struggles faced by different user types in approaching open data. The report is also limited by the 
novelty of the field. While the number of studies on open data is exponentially growing, the literature 
is still fragmented, with research gaps concerning the different user types analysed in this report. 
Another limitation of the study is the lack of conceptual clarity in the literature. The roles of open data 
users are not always interpreted in the same way by the literature, and, therefore, what constitutes, for 
instance, an open data intermediary is not always clear due to a lack of common definitions. Despite 
its limitations, the report adds to our understanding of the needs of different types of users who have 
been neglected by previous research and contributes to setting out a research agenda to fill existing 
gaps in the literature.  
 
12.3.  Towards a research agenda 
Based on our analysis, we can delineate a research agenda. First, empirical research is needed to both 
corroborate the results of the literature review and provide new insights into the needs of open data 
users for which previous research is fragmented, scarce or unfocused, such as NGOs, non-specialist 
users, and journalists. Second, further research is also needed regarding different stages of the open 
data lifecycle, considering how the user’s needs emerge in a different way based on the multiple roles 
that different users experience (e.g., governments both sharing and using data). Finally, and most 
importantly, additional research is needed to understand how to address the user needs from both a 
technological and a governance perspective. As seen in the report, while some user needs are 
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expected to be solved by technological solutions, such as improving findability, others are deeply 
intertwined with governance issues, as in the case of improving literacy, channelling funding, and 
setting new regulations. To this end, future ODECO studies (deliverable D2.2 and deliverable D2.3) will 
build on this report and focus on technological and governance measures to satisfy user needs. 
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